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Abstract

Fix a probability measure on the space of isometries of Euclidean space \( \mathbb{R}^d \). Let \( Y_0 = 0, Y_1, Y_2, \ldots \in \mathbb{R}^d \) be a sequence of random points such that \( Y_{l+1} \) is the image of \( Y_l \) under a random isometry of the previously fixed probability law, which is independent of \( Y_l \). We prove a Local Limit Theorem for \( Y_l \) under necessary nondegeneracy conditions. Moreover, under more restrictive but still general conditions we give a quantitative estimate which describes the behavior of the law of \( Y_l \) on scales \( e^{-d^{1/4}} < r < l^{1/2} \).

1. Introduction

Let \( X_1, X_2, \ldots \) be independent identically distributed random isometries of Euclidean space \( \mathbb{R}^d \). Let \( x_0 \in \mathbb{R}^d \) be any point, and consider the sequence of points

\[
Y_0 = x_0, \ldots, Y_l = X_l(X_{l-1}(\ldots(x_0))), \ldots
\]

We call this sequence the random walk started from the point \( x_0 \), and \( Y_l \) is its \( l \)th step.

The purpose of this paper is to understand the distribution of \( Y_l \). This problem can be traced back to Arnold and Krylov [2] who studied the mixing of the random walk on the sphere where the steps are rotations. They asked if their results extend to isometries of Euclidean or hyperbolic space.

Existing results in the literature can be divided into two classes. Some papers describe the behavior of the measure on scale \( O(1) \), and others do it on scale \( O(\sqrt{l}) \). We begin by discussing the first category.

Každan [16] and Guivarc’h [15] proved a Ratio Limit Theorem for \( d = 2 \). This result describes the local behavior of the distribution of \( Y_l \). It states that the conditional distribution of \( Y_l \) on a fixed compact set is asymptotically uniform, i.e., Lebesgue. More precisely, for any two smooth compactly supported
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functions \( f \) and \( g \), we have
\[
\lim_{l \to \infty} \frac{E[f(Y_l)]}{E[g(Y_l)]} = \frac{\int f(x)dx}{\int g(x)dx}
\]
provided that the denominator on the right do not vanish. The law of \( X_1 \) of course needs to satisfy some natural nondegeneracy conditions for which we refer the reader to the original articles. The proofs rely on the fact that \( \text{SO}(2) \) is commutative.

In the papers [3], [17], [20] the Local Limit Theorem is generalized to higher dimension, however the arguments require some restrictive assumption on the law of \( X_1 \), e.g., absolute continuity, which implies that the group generated by the support of \( X_1 \) contains translations. In the absence of translations new ideas are required to obtain the Local Limit Theorem in full generality, which is the main goal of our paper.

Very recently, Conze and Guivarc'h [9] proved a Ratio Limit Theorem under a certain assumption on the associated random walk on \( \text{SO}(d) \). This assumption may hold in full generality, but so far it has been verified only under special circumstances. (We elaborate on this assumption in Section 4 after Theorem A.) Their approach also does not rely on translations but differs from the methods of this paper.

Tutubalin [23] proved a Central Limit Theorem for dimension \( d = 2 \) and \( d = 3 \), which was later generalized to higher dimension by Gorostiza [12] and Roynette [22]. The Central Limit Theorem describes the behavior of the distribution of \( Y_l \) on scale \( O(\sqrt{l}) \). More precisely, it claims that \( Y_l/\sqrt{l} \) converges weakly to a Gaussian distribution if \( Y_1 \) has finite second moments. The Central Limit Theorem was revisited by many authors; see, e.g., [14], [21], [18] and [1]. In these works the Central Limit Theorem was even generalized to cases when the distribution \( Y_1 \) has infinite second moment and the limit distribution is not Gaussian.

To formulate our results we need to make some nondegeneracy condition on the law of \( X_i \). We say that the law of \( X_i \) is degenerate if there is a proper closed subset \( A \) of \( \mathbb{R}^d \) and an isometry \( \gamma \in \text{Isom}(\mathbb{R}^d) \) such that \( Y_i \) is almost surely contained in \( \gamma(A) \). We say that the law of \( X_i \) is nondegenerate if it is not degenerate. Before we state the main result of the paper, we state two simpler results that can be deduced from our method. The following version of the Central Limit Theorem follows from our work.

**Theorem 1** (Central Limit Theorem). Let \( X_i, Y_i \) and \( x_0 \) be as above. Suppose that \( Y_1 \) has finite second moments and the law of \( X_i \) is nondegenerate. Then there is a vector \( v_0 \in \mathbb{R}^d \) such that the distribution of \((Y_i-lv_0)/\sqrt{l}\) weakly converges to a Gaussian distribution.
The limit distribution of course depends on the distributions of $X_i$. We do not describe this dependence explicitly, but the mean and covariance matrix could be computed from the proof. Here we only mention that the covariance matrix is invariant under the rotation parts of the elements in the support of $X_i$.

This result is not new; it is covered by some of the references mentioned earlier. We revisit Tutubalin’s argument in the greater generality considered in this paper. (Tutubalin assumes that supp $(X_i)$ generates a dense subgroup of Isom$(\mathbb{R}^d)$. Moreover, he discusses the cases $d = 2, 3$ only, although he does not seem to use this restriction in an essential way.) Our main purpose is to obtain quantitative bounds that will be necessary for proving the error estimates in Theorem 3 below.

**Theorem 2** (Local Limit Theorem). Let $X_i, Y_i$ and $x_0$ be as above. Suppose that $Y_0$ has finite moments of order $d^2 + 3d + 1$ and $X_i$ are nondegenerate. Let $f$ be any continuous and compactly supported function. Then there is $v_0 \in \mathbb{R}^d$ and $c > 0$ depending only on the distribution of $X_i$ such that

$$\lim_{l \to \infty} l^{d/2} \mathbb{E}[f(Y_l - lv_0)] = c \int f(x) dx.$$

We remark that $v_0$ is the same as in the previous theorem and $c$ can be computed from the covariance matrix of the limit distribution. Moreover, it turns out from the proof that $v_0$ is almost surely fixed by the rotation part of $X_1$, hence it is 0, if the rotation part of the support of $X_1$ is sufficiently rich.

When $v_0 = 0$, the Local Limit Theorem can be interpreted as follows. The probability that $Y_l$ belongs to a fixed compact set with smooth boundary is asymptotic to $cl^{-d/2}$ times the Lebesgue measure of the set.

In the Local Limit Theorem, we need the finiteness of high order moments for technical reasons. However, if the group generated by the support of $X_i$ is dense in Isom$(\mathbb{R}^d)$, then our arguments imply the Local Limit Theorem under the assumption of finite second moment only. In fact, this is true under much weaker assumptions on the group generated by supp $(X_i)$ (see Theorem 3).

Now we formulate the main result of the paper, which gives a quantitative description of the distribution of $Y_l$ on multiple scales. However, we need a more restrictive assumption, which we call (SSR). We postpone the definition to the next section, where we explain the notation used through the paper. For now, we only mention that (SSR) holds, for example, if supp $(X_i)$ generates a dense subgroup of Isom$(\mathbb{R}^d)$ and $d \geq 3$. In addition, we can improve the error terms under stronger conditions, i.e., symmetricity or (E). These will be defined in the next section as well.

**Theorem 3.** Let $X_i, Y_i$ and $x_0$ be as above. Suppose that the law of $X_i$ is nondegenerate, satisfies (SSR) and $Y_i$ has finite moments of order $\alpha$ for some $\alpha > 2$. Furthermore, let $f$ be a smooth function of compact support. Then
there is a point $y_0 \in \mathbb{R}^d$, a quadratic form $\Delta(x, x)$ and constants $C_\Delta$ and $c > 0$ that depend only on the law of $X_i$ such that

1. \[ E[f(Y_i)] = C_\Delta l^{-d/2} \int f(x) e^{-\Delta(x-y_0,x-y_0)/l} dx \]

\[ + O(l^{-d+\min\{1,\alpha-2\}} + |x_0|^2 l^{-d/2}) \|f\|_1 + O(e^{-cl^{1/4}}) \|f\|_{W^{2,(d+1)/2}}. \]

In addition, if $\mu$ is symmetric or satisfies (E), we have

\[ E[f(Y_i)] = C_\Delta l^{-d/2} \int f(x) e^{-\Delta(x-y_0,x-y_0)/l} dx \]

\[ + O(l^{-d+\min\{2,\alpha-2\}} + |x_0|^2 l^{-d/2}) \|f\|_1 + O(e^{-cl^{1/4}}) \|f\|_{W^{2,(d+1)/2}}. \]

The implied constants depend only on the law of $X_i$.

A few remarks are in order about the conclusion of this theorem. The norm $\|\cdot\|_1$ is the $L^1$-norm, and $\|\cdot\|_{W^{2,(d+1)/2}}$ is an $L^2$ Sobolev norm defined by

\[ \|f\|^2_{W^{2,(d+1)/2}} = \int |\hat{f}(\xi)|^2 (1 + |\xi|)^{d+1} d\xi. \]

(The exponent $d + 1$ could be replaced by any number greater than $d$ and the theorem would still hold.)

The first term on the right-hand sides is the main term — it is the integral of $f$ with respect to a Gaussian measure centered at $y_0$, and with covariance matrix $\Delta/l$; $C_\Delta$ is simply a normalizing factor. It will follow from the proof that $\Delta$ is invariant under the rotation parts of elements of the support of $\mu$.

The other two terms are error terms. The first is responsible for the large scale, and the second is for the small scale behavior of the random walk. To illustrate this, fix a smooth compactly supported function $F$, and consider the family $f_t(x) = r_t^{-d} F(x/r_t)$ associated to a sequence of scales $r_t$. (That is, the diameter of the support of $f_t$ is proportional to $r_t$.) It is easily seen that as long as $r_t < \sqrt{l}$, the order of magnitude of the main term is $l^{-d/2}$, the first error term is $l^{-d+\min\{1,\alpha-2\}}/2$ while the second error term is $e^{-cl^{1/4}} r_t^{-d-1/2}$. This shows that the theorem gives a good approximation in the scale range $\sqrt{l} \geq r_t \geq e^{-cl^{1/4}}$.

The factor $O(e^{-cl^{1/4}})$ is probably not optimal. In fact, our proofs lead to better estimates in some cases. This is discussed in detail in Section 4 after Theorem A, after the necessary background is explained.
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2. Notation and outline

We identify the isometry group of the $d$-dimensional Euclidean space with the semi-direct product $\text{Isom}(\mathbb{R}^d) = \mathbb{R}^d \rtimes O(d)$. For $\gamma = (v, \theta) \in \mathbb{R}^d \rtimes O(d)$ and a point $x \in \mathbb{R}^d$, we write

$$
\gamma(x) = v + \theta x,
$$

and we define the product of two isometries by

$$(v_1, \theta_1)(v_2, \theta_2) = (v_1 + \theta_1 v_2, \theta_1 \theta_2).$$

If $\gamma$ is an isometry, we write $v(\gamma)$ for the translation component and $\theta(\gamma)$ for the rotation component of $\gamma$ in the above semi-direct decomposition.

Let $\mu$ be a probability measure on $\text{Isom}(\mathbb{R}^d)$. Define the convolution $\mu \ast \mu$ in the usual way by

$$
\hat{\text{Isom}(\mathbb{R}^d)} f(\gamma)d\mu \ast \mu(\gamma) = \int_{\text{Isom}(\mathbb{R}^d)} \int_{\text{Isom}(\mathbb{R}^d)} f(\gamma_1 \gamma_2)d\mu(\gamma_1)d\mu(\gamma_2)
$$

for $f \in C(\text{Isom}(\mathbb{R}^d))$, and write

$$
\mu^{(l)} = \mu \ast \cdots \ast \mu \quad \text{for the $l$-fold convolution.}
$$

With this notation, $\mu^{(l)}$ is the distribution of the product of $l$ independent random element of $\text{Isom}(\mathbb{R}^d)$ of law $\mu$. We define the measure $\tilde{\mu}$ by the formula

$$
\int_{\text{Isom}(\mathbb{R}^d)} f(\gamma)d\tilde{\mu}(\gamma) = \int_{\text{Isom}(\mathbb{R}^d)} f(\gamma^{-1})d\mu(\gamma)
$$

for $f \in C(\text{Isom}(\mathbb{R}^d))$ and say that $\mu$ is symmetric if $\tilde{\mu} = \mu$. The measure $\mu$ also acts on measures on $\mathbb{R}^d$ in the following way: If $\nu$ is a measure on $\mathbb{R}^d$, we can define another measure $\mu \ast \nu$ on $\mathbb{R}^d$ by

$$
\int_{\mathbb{R}^d} f(x)d\mu \ast \nu(x) = \int_{\mathbb{R}^d} \int_{\text{Isom}(\mathbb{R}^d)} f(\gamma(x))d\mu(\gamma)d\nu(x)
$$

for $f \in C(\mathbb{R}^d)$.

We write $\delta_{x_0}$ for the Dirac delta measure concentrated at the point $x_0$. With this notation, the law of $Y_l$, the $l$th step of the random walk, is $\mu^{(l)} \ast \delta_{x_0}$.
Write $\theta(\mu)$ for the projection of $\mu$ on $O(d)$; i.e., for $f \in C(\text{O}(d))$,
\[
\int_{\text{O}(d)} f(\sigma)d\theta(\mu)(\sigma) = \int_{\text{Isom}(\mathbb{R}^d)} f(\theta(\gamma))d\mu(\gamma).
\]

Denote by $G \subset \text{Isom}(\mathbb{R}^d)$ the closure of the group generated by $\text{supp}(\tilde{\mu} \star \mu)$. Fix any element $\gamma_0 \in \text{supp} \mu$. Then it is clear that $\text{supp} \mu \subset \gamma_0 G$.

We can replace $\mu$ by $\mu' = \mu \ast (k)$ for some fixed integer $k > 1$ without loss of generality, since $Y_{lk+j}$, the $lk+j$th step of the modified random walk started from the random point $Y_j$. If we do so, then we replace $G$ by the group $G'$ as defined as the closure of the group generated by $\text{supp}(\mu \ast (k) \ast \mu \ast (k))$. It can be seen easily that $G'$ is the closure of the group generated by
\[
G \cup \gamma_0^{-1}G \gamma_0 \cup \cdots \cup \gamma_0^{-k+1}G \gamma_0^{k-1}.
\]

In Lemma 5 we will see that if we choose $k$ sufficiently large, then $\theta(G')$ is normalized by $\theta(\gamma_0^k)$. To keep this section compact, we postpone the statement and proof of Lemma 5, as well as Lemmata 4 and 6, which we will mention in the next pages.

Denote by $K \subset \text{O}(d)$ the closure of the group generated $\text{supp} \theta(\tilde{\mu} \ast \mu)$. By the previous paragraph, we can (and will throughout the paper) assume without loss of generality that $K$ is normalized by $\theta(\gamma_0)$. Denote by $K^0$ the connected component of $K$. Denote by $\mu_K$ the Haar measure on the group $K$.

Now we list the various conditions that we will stipulate on $\mu$ in various parts of the paper. Some of these were already mentioned in Theorem 3.

(C) ("Centered") The barycenter of the image of the origin in $\mathbb{R}^d$ under $\mu$ is the origin; i.e.,
\[
\int \gamma(0)d\mu(\gamma) = 0.
\]

(E) ("Even") The action of $K$ on $\mathbb{R}^d$ is "even", i.e., for every $v \in \mathbb{R}^d$, there is $\theta_v \in K$ such that $\theta_v v = -v$.

(SSR) ("Semi-simple rotations") $K^0$ is semi-simple, and there is no nonzero point in $\mathbb{R}^d$ that is fixed by $K^0$.

We also recall the conditions we already defined for convenient reference. We say that $\mu$ is nondegenerate if there is no proper closed subset $A \subset \mathbb{R}^d$ and an isometry $\gamma \in \text{Isom}(\mathbb{R}^d)$ such that $\mu \ast (l) \delta_{x_0}$ is almost surely contained in $\gamma^l(A)$.

It will be useful for us in many places in the paper to symmetrize $\mu$ by replacing it with $\tilde{\mu} \star \mu$. Unfortunately, the measure we obtain this way might be degenerate. Consider the following example in $\mathbb{R}^2$: Let $\gamma_1$ and $\gamma_2$ be two rotations about two different centers through the same angle that is not a rational multiple of $\pi$. We leave it to the reader to verify that $\gamma_1$ and $\gamma_2$
generate a dense subgroup in the orientation preserving isometries and hence
the measure \( \mu = (\delta_{\gamma_1} + \delta_{\gamma_2})/2 \) is nondegenerate. However, for any \( k \), \( \mu^{s(k)} * \mu^{s(k)} \)
is supported on pure translations. Moreover, we can choose \( \gamma_1 \) and \( \gamma_2 \) to have
matrices with rational entries, and then the translations in the support of
\( \mu^{s(k)} * \mu^{s(k)} \) will all be rational. Hence they preserve the lattice \( (1/q)Z^2 \), where
\( q \) is the common denominator. This shows that \( \mu^{s(k)} * \mu^{s(k)} \) is degenerate.

For the above reason, we introduce a different notion that is easily seen
to descend to \( \tilde{\mu} * \mu \). We say that \( \mu \) is almost nondegenerate if for every point
\( x \in R^d \), the set \( \{ \gamma(x) : \gamma \in \text{supp} \mu \} \) does not lie in a proper affine subspace.
As we will see in Lemma 6, if \( \mu \) is nondegenerate, then \( \mu^{s(k)} \) is almost nondegenerate for some integer \( k \geq 1 \), but it may happen that \( \mu \) itself is not almost nondegenerate.

The implication in the other direction is often true, as well.

In particular, almost nondegeneracy is sufficient for most of the paper, except
for Section 8.2.

We say that \( \mu \) have finite moments of order \( \alpha > 0 \) if
\[
\int |v(\gamma)|^\alpha d\mu(\gamma) < \infty.
\]

A few remarks are in order regarding the role of these conditions. Non-
degeneracy is clearly necessary for the Local Limit Theorem. However, we
cannot impose it always for reasons discussed above. On the other hand, almost nondegeneracy is required throughout the paper. Condition (SSR) is needed
to control the behavior of \( \mu^{s(l)} \) on very small scales (up to \( e^{-cl^{1/4}} \)). Under this assumption we can utilize some powerful results about random walks on semi-
simple compact Lie groups. We assume (SSR) throughout Section 4 and some
other parts of the paper. Symmetry or (E) allow us to improve the error terms
in Theorem 3. They will be assumed in certain parts of Section 5 to show
that the cubic terms in certain Taylor expansions cancel with each other. We
assume throughout the paper that \( \mu \) has finite moments of order 2. In Section 5
we assume finite moments of order \( \alpha \) for \( 2 \leq \alpha \leq 4 \), and the quality of our error
terms depend on \( \alpha \). To be able to conclude the Local Limit Theorem without
using (SSR) we assume the finiteness of higher order moments in Section 8.2.
Finally, (C) is an assumption that does not restrict generality, as we will see
in Lemma 4. Therefore we assume it throughout the paper to simplify our
arguments.

Now we introduce some further notation and indicate the general strategy
of the proof of Theorem 3. Recall that the distribution of the random walk
started at the point \( x_0 \) after \( l \)-steps is the measure \( \mu^{s(l)}, \delta_{x_0} \). As a consequence
of the definitions, we see that
\[
\mu^{s(l+1)}, \delta_{x_0} = \mu_\ast (\mu^{s(l)}, \delta_{x_0}).
\]

Hence our main goal is to understand the operation \( \nu \mapsto \mu \cdot \nu \).
This is achieved by studying the Fourier transform, which is given by the formula
\[ \hat{\nu}(\xi) = \int e(\langle \xi, x \rangle) d\nu(x), \]
where \( e(x) := e^{-2\pi i x} \). For the Fourier transform of \( \mu.\nu \), we get
\[ (\mu.\nu)^\wedge(\xi) = \int e(\langle \xi, \gamma(x) \rangle) d\mu(\gamma) d\nu(x) \]
\[ = \int e(\langle \xi, v(\gamma) + \theta(\gamma)(x) \rangle) d\mu(\gamma) d\nu(x) \]
\[ = \int e(\langle \xi, v(\gamma) \rangle) \hat{\nu}(\theta(\gamma)^{-1}\xi) d\mu(\gamma). \]

This formula shows that the action of \( \mu \) on the Fourier transform of \( \nu \) can be disintegrated with respect to spheres centered at the origin. For every \( r \geq 0 \), we define a unitary representation of the group \( \text{Isom}(\mathbb{R}^d) \) on the space \( L^2(S^{d-1}) \). Let
\[ \rho_r(\gamma) \varphi(\xi) = e(r \langle \xi, v(\gamma) \rangle) \varphi(\theta(\gamma)^{-1}\xi) \]
for \( \gamma \in \text{Isom}(\mathbb{R}^d) \), \( \varphi \in L^2(S^{d-1}) \) and \( \xi \in S^{d-1} \). We also define the operator
\[ S_r(\varphi) = \int \rho_r(\gamma)(\varphi) d\mu(\gamma). \]

For a function \( \varphi \in C(\mathbb{R}^d) \) and \( r \geq 0 \), we denote by \( \text{Res}_r \varphi \) its restriction to the sphere of radius \( r \). That is, \( \text{Res}_r : C(\mathbb{R}^d) \to C(S^{d-1}) \) is an operator defined by \( [\text{Res}_r \varphi](\xi) = \varphi(r\xi) \) for \( |\xi| = 1 \). With this notation, we can write (2) as
\[ \text{Res}_r(\hat{\mu.\nu})(\xi) = S_r(\text{Res}_r \hat{\nu})(\xi). \]

Operators similar to \( S_r \) were introduced by Kazdan [16] and Guivarc’h [15]. Guivarc’h proved in the \( d = 2 \) case, when \( K \) is Abelian, that \( \|S_r\| < 1 - cr^2 \) for \( r < 1 \) and \( \|S_r\| < 1 - c_r \) for \( r \geq 1 \), where \( c > 0 \) is a constant depending only on \( \mu \), while \( c_r \) also depend on \( r \). These estimates are sufficient for proving a Ratio Limit Theorem and, as Breuillard [7] pointed out, combined with the Central Limit Theorem, it is sufficient even for a Local Limit Theorem. We are unable to prove such strong estimates, but we will prove in Section 4 a weaker version: Proposition 7, which is still sufficient for our application. In brief, we prove the estimate with constants \( c \) and \( c_r \) that (mildly) depend on the oscillations of \( \varphi \). The proof is based on mixing properties of random walks on semi-simple compact Lie groups (see Theorem A below).

Using the estimates given in Section 4, we can show that the Fourier transform of the random walk after \( l \) steps “lives in” the ball of radius \( l^{-1/2} \log l \). These estimates alone are sufficient for the Ratio Limit Theorem but not for the Central or Local Limit Theorems. The frequency range \( r > l^{-1/2} \log l \) is responsible for the second error term in Theorem 3.
We need a more precise understanding of the Fourier transform of $\mu^{(l)}(\cdot)\delta_{x_0}$ in the range $r \leq l^{-1/2}\log l$. This frequency range contributes the main term and the first error term in Theorem 3. In Section 5, we give Tutubalin’s [23] argument for the Central Limit Theorem in the more general setting that we consider and obtain error estimates. In brief, this argument is based on decomposing $L^2(S^{d-1})$ as the orthogonal sum of several subspaces and using the Taylor expansion of the function $e(x)$ showing that these subspaces are almost invariant for $S_r$. We show that the contribution of only one of these subspaces is significant and that on this subspace rotations act trivially. Hence the problem is reduced to the easy case of sums of independent random variables.

There is some interdependency between the arguments of Sections 4 and 5. We explain this to demonstrate that our proof is not circular. The arguments of Section 4 depend on the Central Limit Theorem, which in turn depends on Section 5. However, Proposition 15 is sufficient for the Central Limit Theorem; its refinement, Proposition 24, is not needed. Among the results of Section 4, only Proposition 24 depends on the arguments of Section 4.

We will encounter $L^2$ spaces on various submanifolds of $\mathbb{R}^d$. We always consider them with respect to the “natural” measure; i.e., which is invariant under isometries. When the manifold is compact we normalize the measure to be probability.

Throughout the paper the letters $c,C$ and various subscripted versions refer to constants and parameters. The same symbol occurring in different places need not have the same value unless the contrary is explicitly stated. For convenience, we use lower case for constants that are best thought of to be small and upper case for those that are best thought of to be large. In addition, we occasionally use Landau’s $O$ and $o$ notation.

The organization of the rest of the paper that we have not explained yet is as follows. In Section 6 we combine the estimates of Section 5 and 4 to conclude Theorem 3. In Section 7 we derive Theorem 1 as a corollary of the results in Section 5. Finally, in Section 8 we prove Theorem 2. When $K$ is Abelian and its action on $\mathbb{R}^d$ has a trivial component, some additional difficulties arise that prevent us from using the method of Guivarc’h [15]. To address these issues, we use Taylor expansions in Section 8.2 motivated by Tutubalin’s paper. For this argument, we need to assume the finiteness of high order moments.

### 3. Justifying the simplifying assumptions

We prove three technical lemmata in this section that we referred to in the previous section. Their common feature is that they allow us to make certain simplifying assumptions on the law $\mu$ generating the random walk without loss of generality.
First we prove that there is a suitable choice of origin for the coordinate system so that assumption (C) is satisfied. Then we prove that our assumption that $K$ is normalized by $\theta_0$ is justified if we replace $\mu$ by a convolution power of itself. Finally we prove that the same replacement allows us to assume that $\mu$ is almost nondegenerate.

**Lemma 4.** Assume that there is no point in $\mathbb{R}^d$ except for the origin that is fixed by all elements of $K$. Then there is a unique point $x \in \mathbb{R}^d$ such that
\[
\int \gamma(x)d\mu(\gamma) = x.
\]

The conclusion implies that if we change our coordinate system, and set $x$ to be the origin, then (C) is satisfied.

**Proof.** Consider the map $\mathbb{R}^d \to \mathbb{R}^d$:
\[
T(x) = \int \gamma(x)d\mu(\gamma) - \int \gamma(0)d\mu(\gamma) = \int \theta(\gamma)x d\mu(\gamma).
\]

It is clear that $T$ is a linear transformation.

We show that $x - T(x)$ has trivial kernel. Suppose that $x = T(x)$ for some $x \in \mathbb{R}^d$. Since $|\theta(\gamma)x| = |x|$ for all $\gamma$, and $T(x)$ is the average of these points, we must have $\theta(\gamma)x = x$ for $\mu$-almost all $\gamma$. By our assumption, $x = 0$, and hence the kernel of $x - T(x)$ is indeed trivial.

Therefore there is a unique point $x$ such that $x - T(x) = \int \gamma(0)d\mu(\gamma)$, and this is exactly what we wanted to prove. \(\square\)

**Lemma 5.** Let $K < O(d)$ be a compact group, and let $\theta_0 \in O(d)$. There is a positive integer $l$ such that $\theta_0$ normalizes the group generated by
\[
K \cup \theta_0^{-1}K\theta_0 \cup \cdots \cup \theta_0^{-(l-1)}K\theta_0^{l-1}.
\]

**Proof.** It is a well-known fact that if $K$ is a compact Lie group, then there is a chain of normal subgroups $K^0 < H < K$ such that $H/K^0$ is commutative and $[K : H] < C_d$ for a constant $C_d$ depending on $d$. For a proof in the context of algebraic groups that carries over to compact groups without any changes, see [4, Th. J].

Write $K_l$ for the closure of the group generated by
\[
K \cup \theta_0^{-1}K\theta_0 \cup \cdots \cup \theta_0^{-(l-1)}K\theta_0^{l-1},
\]
and write $K^\circ_l \triangleleft K_l$ for its connected component. Let $l_0 \geq 1$ be an integer such that $K^\circ_l = K^\circ_{l_0}$ for $l \geq l_0$. (The sequence $K^\circ_l$ stabilizes since $\dim K^\circ_l$ may grow at most finitely many times.) Denote by $L$ the closure of the union of the groups $K_l$. Then $K^\circ_{l_0} \triangleleft L$ since $K^\circ_{l_0}$ is normal in all $K_l$ for $l \geq l_0$. 
We show that \( L^c / K_{l_0}^c \) is commutative. For any \( l \geq l_0 \) and \( g, h \in K_l \), we have
\[
[g^{C_l}, h^{C_l}] \in K_{l_0}^c,
\]
hence this property descends to \( L \). Since all elements in a connected compact Lie group are \( C_l \) powers, we have \([L^c, L^c] < K_{l_0}^c\); thus \( L^c / K_{l_0}^c \) is indeed commutative. Note that \( L \) and \( L^c \) are both normalized by \( \theta_0 \), which is of crucial importance for what follows.

Write \( H_l = K_l \cap L^c \). Then clearly \( K_l^c < H_l < K_l \), \([K_l : H_l] \leq [L : L^c] \) and \( H_l / K_l^c \) is commutative for \( l \geq l_0 \). Let \( l_1 \geq l_0 \) be such that \([K_{l_1} : H_{l_1}] = [L : L^c] \), and let \( g_1, \ldots, g_m \) be a system of representatives for \( H_{l_0} \) cosets in \( K_{l_1} \).

We show that \( \exp(H_l / K_{l_0}^c) \) is constant for \( l \geq l_1 + 1 \). The exponent \( \exp(G) \) of a group \( G \) is the smallest integer \( n \) such that \( g^n = 1 \) for all \( g \in G \). Since the elements of \( H_l \) approximate those of \( L^c \), this would imply that \( \exp(L^c / K_{l_0}^c) < \infty \). Then \( L^c = K_{l_0}^c \), as both of them are connected Lie groups. Thus \( H_l = K_{l_0}^c \) for all \( l \geq l_0 \), and \( K_l = \{ g_1, \ldots, g_m \} K_{l_0}^c \) for \( l \geq l_1 \). That is, the sequence \( K_l \) stabilizes, which was to be proved.

Let \( l \geq l_1 + 1 \). Then all elements of \( K_{l+1} \) are of the form
\[
g = \prod \gamma^{-1}_\alpha (g_{i_\alpha} h_{i_\alpha}) \gamma_\alpha,
\]
where \( h_{i_\alpha} \in H_l \) and \( \gamma_\alpha \in \{1, \theta_0\} \). For each \( \alpha \), we can write
\[
\gamma^{-1}_\alpha (g_{i_\alpha} h_{i_\alpha}) \gamma_\alpha = g_{j_\alpha} h_{j_\alpha} \gamma^{-1}_\alpha h_{i_\alpha} \gamma_\alpha,
\]
where \( g_{j_\alpha} \) is the appropriate coset representative and
\[
h_{j_\alpha} = g^{-1}_{j_\alpha} \gamma^{-1}_\alpha g_{i_\alpha} \gamma_\alpha \in H_{l_1+1} < H_l.
\]

We bring all \( g_{j_\alpha} \) to the left-hand side of the product and get that each element of \( H_{l+1} \) is of the form
\[
h = \prod \gamma^{-1}_\beta h_{\beta} \gamma_\beta,
\]
where \( h_\beta \in H_l \) and \( \gamma_\beta \in \{1, \theta_0\} \cdot K_{l_0} \). Thus all \( \gamma^{-1}_\beta h_\beta \gamma_\beta \) are in \( L^c \); in particular, they commute modulo \( K_{l_0}^c \). In addition, the degree of each \( h_\beta \cdot K_{l_0}^c \leq H_l / K_{l_0}^c \) divides \( \exp(H_l / K_{l_0}^c) \); hence so is the degree of \( h \cdot K_{l_0}^c \leq H_{l+1} / K_{l_0}^c \). This implies that \( \exp(H_{l+1} / K_{l_0}^c) = \exp(H_l / K_{l_0}^c) \), which was to be proved.

Lemma 6. Suppose that \( \mu \) is nondegenerate. Then there is a positive integer \( l \) such that \( \mu^{*(l)} \) is almost nondegenerate.

Proof. By the nondegeneracy assumption, it follows that for each point \( x \in \mathbb{R}^d \), there is \( l(x) \) such that the set \( \{ \gamma(x) : \gamma \in \text{supp } \mu^{*(l(x))} \} \) is not contained in a proper affine subspace. Indeed, assume to the contrary that this fails, and \( l_0 \) and \( W \) are such that \( \{ \gamma(x) : \gamma \in \text{supp } \mu^{*(l_0)} \} \) spans \( W \) and \( W \) is of largest possible dimension. Then \( \gamma(x) \) is \( d\mu^{*(l)}(\gamma) \)-almost surely contained in
\[ \gamma_0^{l-l_0}(W), \] where \( \gamma_0 \in \text{supp} \mu \) is arbitrary. This contradicts the nondegeneracy of \( \mu \).

It is left to show that \( l(x) \) is bounded on \( \mathbb{R}^d \). It is easy to see that \( \{ x : l(x) \leq L \} \) is a Zariski open set for every \( L \in \mathbb{Z} \). As \( L \to \infty \) this is an ascending chain that eventually covers \( \mathbb{R}^d \). Therefore the claim follows from the Noetherian property of Zariski open sets. \( \square \)

4. Estimates for high frequencies

The goal of this section is to estimate the norm of the operator \( S_r \) defined in Section 2. We are not able to show that \( \| S_r \| < 1 \), but we can give an estimate for \( \| S_r \varphi \|_2 \) in terms of the following Lipschitz type norm of \( \varphi \):

\[
\| \varphi \|_{\text{Lip}(K)} := \| \varphi \|_\infty + \sup_{\xi \in S^{d-1}, \theta \in K \setminus \{1\}} \frac{|\varphi(\xi) - \varphi(\theta(\xi))|}{\text{dist}(1, \theta)},
\]

where \( \text{dist}(\cdot, \cdot) \) is a distance function on \( K \) that is induced by the invariant Riemannian metric on \( K \). Note that there is a constant \( C \) depending on the geometry of the embedding of \( K \) inside \( \text{O}(d) \) such that \( |\xi - \theta(\xi)| \leq C\text{dist}(1, \theta) \) for every \( \xi \) and \( \theta \). Thus \( \| \varphi \|_{\text{Lip}(K)} \leq C\| \varphi \|_{\text{Lip}} \) for any function, where \( \| \cdot \|_{\text{Lip}} \) is the ordinary Lipschitz norm on the sphere.

**Proposition 7.** Suppose that \( \mu \) is almost nondegenerate, has finite moments of order 2 and satisfies (SSR). Then there is a constant \( c > 0 \) depending only on \( \mu \) such that the following hold. Let \( \varphi \in L^2(S^{d-1}) \) with \( \| \varphi \|_2 = 1 \). Then

\[
\| S_r \varphi \|_2 \leq 1 - c \min \left\{ \frac{r^2}{\log^3((r+1)\| \varphi \|_{\text{Lip}(K)} + 2)}, \frac{1}{\log((r+1)\| \varphi \|_{\text{Lip}(K)} + 2)} \right\}.
\]

This estimate allows us to control the Fourier transform of the random walk in the frequency range \( e^{d^{1/4}} > r > l^{-1/2} \log l \).

Mixing properties of random walks on semi-simple compact Lie groups is a crucial ingredient of our proof. We state the result that we use in the next theorem. The proof is given in the paper [24, Cor. 7]. A quantitatively weaker version, but essentially sufficient for our purpose, could be deduced from the Solovay-Kitaev algorithm, at least in the case \( K = \text{SU}(d) \). The Solovay-Kitaev algorithm was first described in an e-mail discussion list by Solovay in 1995. Kitaev independently discovered it and published it in 1997 [19]. For a recent exposition, see [10]. See also the paper of Dolgopyat [11, Ths. A.2 and A.3], which provides similar estimates.

**Theorem A.** Let \( K \) be a compact Lie group with semi-simple connected component. Let \( \mu \) be a symmetric probability measure on \( K \) such that \( \text{supp} \mu \) generates a dense subgroup in \( K \). Then there is a constant \( c > 0 \) depending
only on $\mu$ such that the following hold. Let $\varphi \in L^2(K)$ be a function such that $\|\varphi\|_2 = 1$ and $\int \varphi dm_K = 0$. Then

$$
(6) \quad \left\| \int \varphi(\theta^{-1}\sigma)d\mu(\theta) \right\|_2 < 1 - \frac{c}{\log^2(\|\varphi\|_{\text{Lip}} + 2)}.
$$

Recall that $m_K$ denotes the Haar measure on $K$.

As we mentioned in the introduction, Conze and Guivarc’h [9] proved the Ratio Limit Theorem under a certain assumption. This assumption is that $K = SO(d)$, and $\theta(\mu)$ satisfies (6) with $1 - c$ on the right independently of $\varphi$. We add that Bourgain and Gamburd [6], [5] proved (in the $K = SU(d)$ case) that if $\mu$ satisfies some additional conditions (e.g., the support of matrices with algebraic entries), then the stronger version of (6) needed by Conze and Guivarc’h holds.

If one improves the estimate in Theorem A, then our argument presented below provides better estimates in Proposition 7 and Theorem 3. In particular, if one can replace the right-hand side of (6) with $1 - c\log^{-A}(\|\varphi\|_{\text{Lip}} + 2)$, then one can write $1 - c \min\{r^2, \log^{-A-1}((1 + r)\|\varphi\|_{\text{Lip}(K)} + 2)\}$ on the right-hand side of (5) and $O(e^{-c^{1/(A+2)}})\|f\|_W$ instead of the second error term in (1). In fact, Theorem A is proved with better bounds for most Lie groups — except for those that project onto $SO(3)$. For details, we refer to [24]. Moreover, for certain generators (e.g., when they are given with algebraic entries), the estimates are available even with $A = 0$, as we discussed above.

The rest of this section is devoted to the proof of Proposition 7. A simple observation shows that it is enough to prove it for symmetric measures. Indeed, we have

$$
(7) \quad \|S_r\varphi\|_2^2 = \langle S_r\varphi, S_r\varphi \rangle = \langle \varphi, S_r^*S_r\varphi \rangle \leq \|S_r^*S_r\varphi\|_2,
$$

and $S_r^*S_r$ is the operator analogous to $S_r$ corresponding to the symmetric measure $\tilde{\mu} * \mu$.

We check that the assumptions of Proposition 7 hold for $\tilde{\mu} * \mu$ if they hold for $\mu$. Since $1 \in \text{supp}(\theta(\tilde{\mu} * \mu))$, $\text{supp}(\theta(\tilde{\mu} * \mu)) \subset \text{supp}(\theta((\tilde{\mu} * \mu)^{(2)}))$; hence $\text{supp}(\theta((\tilde{\mu} * \mu)^{(2)}))$ generates a dense subgroup of $K$, so (SSR) holds for $\tilde{\mu} * \mu$. We have

$$
\int |v(\gamma_1 \cdot \gamma_2)|^2d\tilde{\mu}(\gamma_1)\mu(\gamma_2) \leq \int |v(\gamma_1) + v(\gamma_2)|^2d\tilde{\mu}(\gamma_1)\mu(\gamma_2) \\
\quad \leq 2 \int |v(\gamma_1)|^2 + |v(\gamma_2)|^2d\tilde{\mu}(\gamma_1)\mu(\gamma_2) \leq \infty,
$$

so $\tilde{\mu} * \mu$ also has finite second moments. Let $\gamma_1 \in \text{supp}(\tilde{\mu})$ be arbitrary. Then for any point $x \in \mathbb{R}^d$, the set

$$
\{\gamma(x) : \gamma \in \text{supp}(\tilde{\mu} * \mu)\} \supset \{\gamma_1(\gamma(x)) : \gamma \in \text{supp}(\mu)\}.
$$
cannot be contained in a proper affine subspace. Thus $\tilde{\mu} \ast \mu$ is also almost nondegenerate. For the rest of the section, we write $\mu$ for $\tilde{\mu} \ast \mu$ and $S_r$ for $S_r^* S_r$.

In addition, this argument shows that we can assume that $S_r$ is nonnegative.

By Lemma 4, we can change the origin in such a way that (C) holds for $\mu$. Denote by $u$ the new origin in the old coordinate system. Then the isometry $(v, \theta)$ becomes $(v - u + \theta u, \theta)$ in the new coordinates. Hence the operator $S_r$ will be replaced by the operator $S_r' = \hat{e}^{r \langle v(\gamma) - u + \theta(\gamma) u, \xi \rangle} \varphi(\theta(\gamma)^{-1} \xi) d\mu(\gamma)

By setting $\varphi'(\xi) = e^{r \langle u, \xi \rangle} \varphi(\xi)$, we see that $\|S_r \varphi\|_2 = \|S_r' \varphi\|_2$. Note that $\|e^{r \langle u, \xi \rangle} \varphi(\xi)\|_{\text{Lip}(K)} \leq C((r + 1) \|\varphi\|_\infty + \|\varphi\|_{\text{Lip}(K)}) \leq C(r + 1) \|\varphi\|_{\text{Lip}(K)}$, where $C$ is a constant depending only on $u$. This shows that if Proposition 7 holds for $S_r'$ and $\varphi'$, then it also holds for $S_r$ and $\varphi$.

From now on, until the end of the section, we assume that $\mu$ is symmetric, almost nondegenerate, has finite second moments and satisfies (C) and (SSR). Moreover, we assume that $S_r$ is selfadjoint and nonnegative. By the above discussion, these assumptions are justified.

Until the end of the section, we fix $r > 0$ and a function $\varphi \in \text{Lip}(S^{d-1})$ and prove Proposition 7 for these. The strategy of the proof is the following. We fix two integers

$$l_1 = \lfloor C_1 (r^{-2} + \log^3 (\|\varphi\|_{\text{Lip}(K)} + 2)) \rfloor, \quad l_2 = \lfloor C_2 (r^{-2} + \log^3 (\|\varphi\|_{\text{Lip}(K)} + 2)) \rfloor,$$

where $C_1, C_2$ are suitably chosen large constants depending on $\mu$ but not on $\varphi$ or $r$. We will show that the set of isometries that almost fix $\varphi$ in the $\rho_r$ representation is of $\mu^{*(l_i)}$ measure at most $9/10$ for $l = l_1$ or $l = l_2$. This implies Proposition 7 by a standard argument. More precisely, we prove the following lemma.

**Lemma 8.** Define the set

$$B(\varepsilon) := \{ \gamma \in \text{Isom}(\mathbb{R}^d) : \|\rho_r(\gamma) \varphi - \varphi\|_2 < \varepsilon \}.$$

If $\varepsilon$ is sufficiently small depending on $\mu$, and $C_1$ is sufficiently large depending on $\varepsilon$ and $\mu$, and $C_2$ is sufficiently large depending on $C_1$, $\varepsilon$ and $\mu$, then

$$\mu^{*(l_i)}(B(\varepsilon)) < 9/10$$

holds for $i = 1$ or $i = 2$.

We show how to deduce Proposition 7 from Lemma 8.
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Lemma 10. For any numbers $\varepsilon_1, \varepsilon_2$, we have $B(\varepsilon_1)B(\varepsilon_2) \subset B(\varepsilon_1 + \varepsilon_2)$.

Proof. Let $\gamma_1 \in B(\varepsilon_1)$ and $\gamma_2 \in B(\varepsilon_2)$ be arbitrary. Then by the triangle inequality, we have

$$\|\rho_r(\gamma_1 \gamma_2) \varphi - \varphi\|_2 \leq \|\rho_r(\gamma_1 \gamma_2) \varphi - \rho_r(\gamma_1) \varphi\|_2 + \|\rho_r(\gamma_1) \varphi - \varphi\|_2.$$  \hfill (9)

Since $\rho_r$ is a unitary representation, the first term on the right is equal to $\|\rho_r(\gamma_2) \varphi - \varphi\|_2 \leq \varepsilon_2$. Thus (9) $\leq \varepsilon_1 + \varepsilon_2$, which proves the lemma. \hfill \Box

In the first lemma, we conclude that $B(4 \varepsilon)$ contains isometries with an arbitrary prescribed rotation part and translation part proportional to $\sqrt{l}$.

Lemma 11. Suppose that (8) fails for $i = 1$ and some $\varepsilon > 0$. Suppose further that $C_1$ is sufficiently large depending on $\mu$ and $\varepsilon$. Then there exist a constant $C$ that depends only on $\mu$ such that the following holds. There is a set $X \subset B(4 \varepsilon)$ such that

$$\theta(X) = K \quad \text{and} \quad |v(\gamma)| < C \sqrt{L_1} \quad \text{for} \quad \gamma \in X.$$

Proof. We deduce the lemma from Theorem A. Let $B$ be the $\varepsilon \|\varphi\|^{-1}_{\text{Lip}(K)}$ neighborhood of the identity in $K^\circ$. It follows from the definitions that

$$\|\rho_r(\theta) \varphi - \varphi\|_\infty \leq \varepsilon$$

for every $\theta \in B$. Thus we have $B \subset B(\varepsilon)$.

Take an approximate identity $\psi$ on $K$, which has the following properties:

$$\text{supp}(\psi) \subset B, \quad \int \psi dm_K = 1 \quad \text{and} \quad \|\psi\|_{\text{Lip}} \leq C \|\varphi\|^{1+\text{dim}K}_{\text{Lip}(K)}.$$  

Note that these imply that $\|\psi\|_2 \leq C \|\varphi\|^{(\text{dim}K)/2}_{\text{Lip}(K)}$. These constants again depend only on $K$ and $\varepsilon$. Now we apply Theorem A successively $l_1$ times starting with the function $(1 - \psi)/\|1 - \psi\|_2$ and get

$$\left\|1 - \int \psi(\theta^{-1} \sigma)d\theta(\mu)^*(l_1)(\theta)\right\|_2 \leq \frac{1}{10} \quad \text{provided} \quad C_1 \text{ is sufficiently large depending only on } \mu \text{ and } \varepsilon.$$

Recall that $l_1 > C_1 \log^3(\|\varphi\|_{\text{Lip}(K)} + 2)$. We note that taking the average of translates of $\psi$ may only decrease the Lipschitz norm.

Now let $Y \subset B(\varepsilon)$ be such that $\mu^{*l_1}(Y) > 8/10$, and

$$|v(\gamma)| < C \sqrt{L_1} / 2 \quad \text{for} \quad \gamma \in Y.$$

For a sufficiently large $C$ depending on (the second moment of) $\mu$, this is possible due to the assumption that (8) fails and Lemma 9. Denote by $\nu$ the
measure we obtain from $\theta(\mu^{*(l_1)})$ if we restrict it to the set $Y$, and normalize it to get a probability measure. Then we have

$$\left\| \int \psi(\theta^{-1}\sigma)d\nu(\theta) \right\|_2 \leq (1 + \frac{1}{10}) \cdot \frac{10}{8} < \sqrt{2}.$$  

Thus

$$m_K(\theta(Y)B) \geq m_K\left( \text{supp} \left( \int \psi(\theta^{-1}\sigma)d\nu(\theta) \right) \right) > \frac{1}{2},$$

which proves the lemma with the choice $X = YBYB$. □

Lemma 12. There are constants $c, C > 0$ that depend only on $\mu$ such that we have

$$\mu^{*(l)}(\gamma : |\langle v(\gamma), u_0 \rangle| > c\sqrt{l} \text{ and } |v(\gamma)| < C\sqrt{l}) > 1/2$$

for any sufficiently large (depending only on $\mu$) integer $l$ and any $u_0 \in S^{d-1}$.

Proof. The lemma is an easy consequence of the Central Limit Theorem, i.e., Theorem 1. □

We could, of course, replace $1/2$ in the lemma with any number less than 1. Now we can show that under our standing assumption that (8) fails, $B(5\varepsilon)$ contains a nontrivial translation.

Lemma 13. Suppose that (8) fails with some $1/2 > \varepsilon > 0$ for both $i = 1$ and $i = 2$. Suppose further that $C_1$ is sufficiently large so that Lemma 11 holds and $C_2$ is sufficiently large depending on $\mu$ and $C_1$. Then there are constants $c, C > 0$ depending only on $\mu$ such that for any $u_0 \in S^{d-1}$, there is an element $\gamma_1 \in B(5\varepsilon)$ with the following properties:

$$|v(\gamma_1)| < C\sqrt{l_2}, \quad \langle v(\gamma_1), u_0 \rangle > c\sqrt{l_2} \quad \text{and} \quad \theta(\gamma_1) = 1.$$  

Proof. Denote by $c_0$ and $C_0$ the constants from Lemma 12. Using that lemma with $l = l_2$ and the failure of (8) for $i = 2$, we find an element $\gamma_2 \in B(\varepsilon)$ such that

$$|\langle v(\gamma_2), u_0 \rangle| > c_0\sqrt{l_2} \quad \text{and} \quad |v(\gamma_2)| < C_0\sqrt{l_2}.$$  

On the other hand, applying to Lemma 11, we can find $\gamma_3 \in B(4\varepsilon)$ that satisfies

$$\theta(\gamma_3) = \theta(\gamma_2)^{-1} \quad \text{and} \quad |v(\gamma_3)| < C_0'\sqrt{l_1},$$

where $C_0'$ is the constant $C$ from that lemma.

We demand that $l_2/l_1 = C_2/C_1$ is so large that

$$c_0\sqrt{l_2} > 2C_0'\sqrt{l_1}.$$  

Then it is an easy calculation to verify that $\gamma_1 = \gamma_2\gamma_3$ has the claimed properties. □
Recall the definition of $l_2$ — in particular, that it implies $\sqrt{l_2} > \sqrt{C_2} r^{-1}$. The next lemma shows that we can find a translation $\gamma'_1$ with properties similar to those of $\gamma_1$ in the previous lemma, but which is shorter.

**Lemma 14.** Under the same hypothesis as in Lemma 13, there is a constant $c > 0$ that depends only on $\mu$, and there is an element $\gamma'_1 \in B(26\varepsilon)$ with the following properties:

$$|v(\gamma'_1)| < r^{-1}/2, \quad \langle v(\gamma'_1), u_0 \rangle > cr^{-1} \quad \text{and} \quad \theta(\gamma'_1) = 1.$$ 

**Proof.** Let $\gamma_1 \in B(5\varepsilon)$ be an isometry with the properties stated in Lemma 13, and write $v = v(\gamma_1)$. For simplicity, we assume that $\langle v, u_0 \rangle > 0$; the other case is similar. By the assumption (SSR), we have

$$\int \langle \theta v, u_0 \rangle dm_{K^0}(\theta) = 0.$$ 

Thus, there is $\theta_1 \in K^0$, such that $\langle \theta_1 v, u_0 \rangle \leq 0$.

There is a curve $\Theta : [0,1] \to K^0$ such that $\Theta(0) = 1$ and $\Theta(1) = \theta_1$, and the length of the curve $[0,1] \to \Theta(t) v$ is less than $C|v|$, where $C$ depends only on the embedding of $K^0$ to $O(d)$ and hence on $\mu$. Then there is a sequence of rotations

$$\sigma_0 = 1, \sigma_1, \sigma_2, \ldots, \sigma_N = \theta_1 \in K^0$$

with $N \leq 2Cr|v| + 1$ such that for any $1 \leq i \leq N$,

$$|\sigma_i v - \sigma_{i-1} v| < r^{-1}/2.$$ 

By the triangle inequality, there is an index $1 \leq i \leq N$ such that

$$\langle \sigma_{i-1} v - \sigma_i v, u_0 \rangle \geq \langle v, u_0 \rangle/N \geq cr^{-1},$$

with a suitably small constant $c > 0$. ($c$ depends on $C$ and the constants appearing in the previous lemma.)

Now let $g_i \in B(4\varepsilon)$ be such that $\theta(g_i) = \sigma_i$; such elements can be found by virtue of Lemma 11. The proof is finished by an easy verification of the stated properties for the element

$$\gamma'_1 := g_{i-1} \gamma_1 g_i^{-1} g_{i-1} \gamma_1^{-1} g_i^{-1}.$$ 

**Proof of Lemma 8.** We assume to the contrary that (8) fails for both $i = 1$ and $i = 2$. Let $c > 0$ be the constant from Lemma 14. Clearly, there is a point $u_0 \in S^{d-1}$ such that

$$\int_{|\xi - u_0| < c/2} |\varphi|^2 d\xi > c',$$

with a constant $c' > 0$ that depends only on $c$ and $d$. 
By Lemma 14, there is an element $\gamma'_1 \in B(2\varepsilon)$ such that $\theta(\gamma'_1) = 1$ and $v' := v(\gamma'_1)$ satisfies $|v'| < r^{-1}/2$, and $|\langle v', u_0 \rangle| > cr^{-1}$. This leads to the inequality

$$\|\varphi - \rho_r(\gamma'_1)\varphi\|_2 = \int_{S^{d-1}} |(1 - e(r, v')\varphi(\xi)|^2 d\xi < (2\varepsilon)^2.$$ 

If $|\xi - u_0| < c/2$, then $c/2 < |r(\xi, v')| < 1/2$. This and (10) give

$$|1 - e(c/2)^2 c' < (2\varepsilon)^2,$$

which is a contradiction if we choose $\varepsilon$ to be sufficiently small. Since $c$ and $c'$ depend only on $\mu$, it follows that $\varepsilon$ depends only on $\mu$. We chose $C_1$ depending on $\mu$ and $\varepsilon$ in Lemma 11 and $C_2$ depending on $C_1$ and $\mu$ in Lemma 13. Thus all these parameters depend only on $\mu$. \hfill \Box

5. Estimates for low frequencies

We recall some of our notation: $\mu$ is a fixed probability measure on $\text{Isom}(\mathbb{R}^d)$, $K$ is the closure of the rotation group generated by $\text{supp} \theta(\mu)$, and we assume that $\text{supp} \theta(\mu) \subset \theta_0 K$, where $\theta_0 \in O(d)$ is a rotation that normalizes $K$.

Fix a point $x_0 \in \mathbb{R}^d$, the starting point of the random walk, and fix a real number $r \geq 0$. Define

$$\psi_0(\xi) = e(r(x_0, \xi)) = \text{Res}_r(\delta_{x_0})(\xi)$$

for $\xi \in S^{d-1}$, which is the Fourier transform of the measure $\delta_{x_0}$ restricted to the sphere of radius $r$. Our objective in this section is to estimate $S^\ell_r \psi_0 = \text{Res}_r(\hat{\psi})$. The estimate will be useful in the range $r < l^{-1/2} \log l$, i.e., when the frequency is sufficiently small.

The next proposition shows that $S^\ell_r \psi_0$ is approximated by the Fourier transform of a Gaussian distribution with covariance matrix $\Delta$ that depends on $\mu$.

**Proposition 15.** Assume that $\mu$ is almost nondegenerate, has finite moments of order $\alpha$ for some $\alpha \geq 2$ and satisfies (C). There is a constant $C$ and a symmetric positive definite quadratic form $\Delta(\xi, \xi)$ on $\mathbb{R}^d$ invariant under the action of $K$ and $\theta_0$ such that the following holds:

(11)  
$$\|S^\ell_r \psi_0 - e^{-r^2\Delta}\|_2 < C(\min\{1, \alpha-2\} + |x_0|^2 r^2).$$

Moreover, if $\mu$ is symmetric or satisfies (E), then we have the better bound:

(12)  
$$\|S^\ell_r \psi_0 - e^{-r^2\Delta}\|_2 < C(\min\{2, \alpha-2\} + |x_0|^2 r^2).$$

$C$ and $\Delta$ depend only on $\mu$. When $\alpha = 2$, we can replace the right-hand sides of (11) and (12) by $o(1) + C(|x_0|^2 r^2)$ as $r \to 0$. 

\hfill \Box
The role of the last sentence is simply that we can conclude the Central Limit Theorem even in the case $\alpha = 2$.

The rest of this section is devoted to the proof of this proposition. We will give a slight improvement in Section 5.4 for the range $r > l^{1/2}$. However, this improvement requires the assumption (SSR), and it is based on the results of Section 4.

Throughout this section we make the following assumptions. We assume that $r$ is small, i.e. $r < c \min\{1, |x_0|^{-1}\}$, where $c$ is a suitable small constant. For $r$ larger, the statement of the proposition is vacuous. We assume that $\mu$ is almost nondegenerate, has finite moments of order $\alpha \geq 2$ and satisfies (C). In addition, at certain parts we assume that $\mu$ is symmetric or satisfies (E), but we always mention these explicitly.

The argument is based on Tutubalin’s paper [23]. The most significant difference is that we consider the following, more general, decomposition of the space $H := L^2(S^{d-1})$. This is due to the fact that we do not assume $K = \text{SO}(d)$.

Let $H_0$ be the subspace of functions $\varphi \in H$ that are fixed by the action of $K$; i.e., $\varphi(\theta \xi) = \varphi(\xi)$ for every $\theta \in K$. For later reference we note that if $\varphi \in H$, then the orthogonal projection of $\varphi$ to $H_0$ is obtained by the formula

$$
\int \varphi(\theta \xi) dm_K(\theta).
$$

Denote by $P_k \subset H$ the space of functions that are restrictions of degree $k$ polynomials to $S^{d-1}$. We define the spaces $H_k$, $k \geq 1$ recursively. Once $H_k$ is defined, let $H_{k+1}$ be the orthogonal complement of $H_k$ in the space

$$
\text{span}\{\psi \varphi : \psi \in P_{k+1}, \varphi \in H_0\},
$$

where $\text{span}\{\cdot\}$ denotes the smallest closed subspace that contains the functions inside the brackets. Since $P_k \subset H_0 \oplus \cdots \oplus H_k$, we indeed have

$$
H = H_0 \oplus H_1 \oplus \cdots.
$$

Let $H_\infty = H_4 \oplus H_5 \oplus \cdots$. Finally, let $P_i : H \to H_i$ be the orthogonal projection operator for each $i \in \{0, 1, \ldots, \infty\}$.

In the special case $K = \text{SO}(d)$, $H_k$ is the familiar space of spherical harmonics of degree $k$ that was considered in Tutubalin’s paper.

Taking $r = 0$, it is easy to see that the above subspaces are invariant for $S_0$. Below, we will show that they are “almost invariant” for small $r$; more precisely, we will bound the norm of $P_i S_r P_j$ by a polynomial of $r$ for $i \neq j$. Additionally, we will see that the norm of $P_i S_r P_i$ for all $1 \leq i < \infty$ is strictly less than 1. However, the dependence on $i$ would require a more careful analysis. Fortunately, we do not need to do this here, since as we will see, the contribution of the spaces $H_i$, $i \geq 4$ is negligible compared to other error terms.
(This is why we introduced the notation for the space $\mathcal{H}_\infty$.) These estimates, which are simply based on Taylor expansion, will be given in Section 5.1.

To simplify notation, we write $\psi_l = (P_0S_rP_0)^l\psi_0$ for $l \geq 1$. We will use the almost invariance of $S_r$ mentioned in the previous paragraph to show that $\psi_l$ is a good approximation to $S_r^l\psi_0$. This is done in two steps. We set $P = P_0 + P_1 + P_2 + P_3$, and we consider another sequence, defined by $\psi'_l = (PS_rP)^l\psi_0$ for $l \geq 0$. The next two lemmata, which will be proved in Section 5.2, claim that $\psi'_l$ approximates $S_r^l\psi_0$ and $\psi_l$ approximates $\psi'_l$.

**Lemma 16.** There is a constant $C > 0$ such that the following holds:
$$\|\psi'_l - S_r^l\psi_0\|_2 \leq C(r^{\min\{\alpha - 2, 2\}} + (|x_0|r)^4).$$
When $\alpha = 2$, we can replace the right-hand side by $o(1) + C(|x_0|r)^4$ as $r \to 0$.

**Lemma 17.** There are constants $C,c > 0$ depending only on $\mu$ such that the following holds for $l \geq C \log(r^{-1}|x_0| + 2)$:
$$\|\psi_l - \psi'_l\|_2 \leq Ce^{-cr^2}r.$$
If $\mu$ is symmetric, then
$$\|\psi_l - \psi'_l\|_2 \leq Ce^{-cr^2}r^2.$$
If $\mu$ satisfies (E) (but not necessarily symmetric), then
$$\|\psi_l - \psi'_l\|_2 \leq Ce^{-cr^2}(r^{\min\{\alpha - 1, 2\}} + |x_0|r^2).$$

In light of these lemmata, it remains to understand the operator $P_0S_rP_0$. This is essentially a multiplication operator as the next formula shows. For $\varphi \in \mathcal{H}_0$,
$$P_0S_rP_0\varphi(\xi) = \int \int e(r\langle \sigma\xi, v(\gamma) \rangle)\varphi(\theta(\gamma)^{-1}\sigma\xi)d\mu(\gamma)dm_K(\sigma)$$
$$= F(\xi)\varphi(\theta_0^{-1}\xi),$$
where
$$F(\xi) = \int \int e(r\langle \sigma\xi, v(\gamma) \rangle)d\mu(\gamma)dm_K(\sigma).$$
Recall that $\text{supp}\, \theta(\mu) \subset \theta_0K$ and $\theta_0$ normalizes $K$.

Based on this formula and the Taylor expansion of the function $F$, we will prove the following lemma in Section 5.3.

**Lemma 18.** There are constants $C,c > 0$ and a quadratic form $\Delta$ on $\mathbb{R}^d$ depending only on $\mu$ such that
$$\|\psi_l - e^{-lr^2}\Delta\|_2 \leq Ce^{-clr^2}(r^{\min\{1, \alpha - 2\}} + |x_0|^2r^2).$$
$\Delta$ is invariant under $K$ and $\theta_0$. When $\alpha = 2$, we can replace the right-hand side by $o(1) + C(|x_0|^2r^2)$ as $r \to 0$. 
If \( \mu \) is symmetric or satisfies (E), then we have the better estimate

\[
\|\psi_t - e^{-tr^2}\Delta\|_2 < Ce^{-c r^2 (r_{\min}^{2} \alpha^{-2}) + |x_0|^2 r^2}.
\]

Proposition 15 immediately follows from Lemmata 16–18.

5.1. Taylor expansion and approximate invariance. We give some estimates for the norm of the operators \( P_i S_r P_j \) in this section. These will be deduced from the following lemma, which is based on the Taylor series expansion of the function \( e(r\langle \xi, v(\gamma) \rangle) \), which is the multiplier in the representation \( \rho_r \).

**Lemma 19.** There is an absolute constant \( C > 0 \) such that for any \( \varphi \in \mathcal{H} \) with \( \|\varphi\|_2 = 1 \) and \( \gamma \in \text{Isom}(\mathbf{R}^d) \) with \( \theta(\gamma) \in \theta_0 K \), we have

\[
\begin{align*}
\|P_i \rho_r(\gamma) P_i \varphi - \rho_0(\gamma) P_i \varphi\|_2 & < Cr|v(\gamma)|, \quad (16) \\
\|P_j \rho_r(\gamma) P_j \varphi\|_2 & < \min\{1, C(r|v(\gamma)|)^{|j-i|}\}. \quad (17)
\end{align*}
\]

**Proof.** For the proof, we can assume that \( \varphi \in \mathcal{H}_i \); that is, \( P_i \varphi = \varphi \). By Taylor’s theorem,

\[
\rho_r(\gamma) \varphi(\xi) = e(r\langle \xi, v(\gamma) \rangle) \varphi(\theta(\gamma)^{-1}\xi)
\]

\[
= \left[ \sum_{m=0}^{M-1} C_m r^m \langle \xi, v(\gamma) \rangle^m + O(r^M |v(\gamma)|^M) \right] \varphi(\theta(\gamma)^{-1}\xi),
\]

where \( C_0 = 1 \) and \( C_m \) and the implied constant are absolute.

To deduce (16), take \( M = 1 \) in (18), apply \( P_i \) to both sides and subtract \( \rho_0(\gamma) \varphi(\xi) = \varphi(\theta(\gamma)^{-1}\xi) = P_i(\varphi(\theta(\gamma)^{-1}\xi)) \).

To deduce (17) when \( j > i \), take \( M = j - i \). Write

\[
q(\xi) = \sum_{m=0}^{j-i-1} C_m r^m \langle \xi, v(\gamma) \rangle^m \in \mathcal{P}_{j-i-1}.
\]

Since \( \varphi \in \mathcal{H}_i \), we have

\[
\varphi = p_1 \psi_1 + \cdots + p_k \psi_k,
\]

with some \( p_1, \ldots, p_k \in \mathcal{P}_i \) and \( \psi_1, \ldots, \psi_k \in \mathcal{H}_0 \). Then

\[
\sum_{m=0}^{j-i-1} C_m r^m \langle \xi, v(\gamma) \rangle^m \varphi(\theta(\gamma)^{-1}\xi)
\]

\[
= q(\xi)[p_1(\theta(\gamma)^{-1}\xi) \psi_1(\theta_0^{-1}\xi) + \cdots + p_k(\theta(\gamma)^{-1}\xi) \psi_k(\theta_0^{-1}\xi)],
\]

where \( q(\xi) p_n(\theta(\gamma)^{-1}\xi) \in \mathcal{P}_{j-1} \) for any \( 1 \leq n \leq k \). Thus after applying \( P_j \), these terms vanish in (18). Then we get

\[
P_j \rho_r(\gamma) \varphi = O(r^{j-i}|v(\gamma)|^{j-i}) \varphi(\theta(\gamma)^{-1}\xi),
\]

which proves (17) when \( j > i \).
Now let \( j < i \), and let \( \psi \in \mathcal{H}_j \) with \( \|\psi\|_2 = 1 \) be such that
\[
\|P_j \rho_r(\gamma) \varphi\|_2 = \langle \rho_r(\gamma) \varphi, \psi \rangle = \langle \varphi, \rho_r(\gamma^{-1}) \psi \rangle \leq \|P_i \rho_r(\gamma^{-1}) \psi\|_2.
\]
Then the claim follows from (17) applied for \( \psi \) and \( \gamma^{-1} \) and the role of \( i \) and \( j \) reversed.

\[ \square \]

**Lemma 20.** There are constants \( c < 1 \) and \( C \) depending only on \( \mu \) such that the following hold:
\[
\|P_i S_r P_i\| \leq c \text{ for } r < c \text{ and } 1 \leq i \leq 3,
\]
\[
\|P_i S_r P_j\| \leq C r^{\min\{|i-j|, \alpha\}}.
\]

When \( |i - j| > \alpha \), we can replace the second estimate by \( o(r^{\min\{|i-j|, \alpha\}}) \).

**Proof.** To prove the first inequality, we integrate (16) with respect to \( d\mu(\gamma) \):
\[
\|P_i S_r P_i \varphi - S_0 P_i \varphi\|_2 = \left\| \int P_i \rho_r(\gamma) P_i \varphi - \rho_0(\gamma) P_i \varphi d\mu(\gamma) \right\|_2 < Cr \int |v(\gamma)| d\mu(\gamma).
\]

This inequality shows that it is enough to estimate the norm of \( S_0 \) on \( \mathcal{H}_1 \oplus \mathcal{H}_2 \oplus \mathcal{H}_3 \). Denote by \( \mathcal{P}' \) the orthogonal complement of \( \mathcal{H}_0 \cap \mathcal{P}_3 \) in \( \mathcal{P}_3 \).

For each \( \varphi \in \mathcal{P}' \), \( \|S_0^* S_0 \varphi\|_2 < \|\varphi\|_2 \), because otherwise \( \varphi \) would be invariant under \( K \); i.e., we would have \( \varphi \in \mathcal{H}_0 \). Since \( \mathcal{P}' \) is finite dimensional, there is a constant \( c < 1 \) such that \( \|S_0^* S_0 \varphi\|_2 < c \|\varphi\|_2 \) for \( \varphi \in \mathcal{P}' \).

Let \( \varphi_1, \ldots, \varphi_k \) be an orthonormal basis of \( \mathcal{P}' \) consisting of eigenfunctions of \( S_0^* S_0 \). Observe that the spaces \( \varphi_i \cdot \mathcal{H}_0 \) are eigenspaces of \( S_0^* S_0 \) with the same eigenvalues as \( \varphi_i \). Note that any \( \varphi \in \mathcal{H}_1 \oplus \mathcal{H}_2 \oplus \mathcal{H}_3 \) is of the form \( p_1 \psi_1 + \cdots + p_k \psi_k \) with \( p_i \in \mathcal{P}' \) and \( \psi_i \in \mathcal{H}_0 \). Hence the eigenspaces \( \varphi_i \cdot \mathcal{H}_0 \) span \( \mathcal{H}_1 \oplus \mathcal{H}_2 \oplus \mathcal{H}_3 \). Then we are able to conclude that
\[
\|P_i S_0 P_i\|^2 \leq \|P_i S_0^* S_0 P_i\| < c
\]
for \( i = 1, 2, 3 \). This combined with (19) proves the first claim provided \( r \) is sufficiently small.

For the second claim, we integrate (17):
\[
\|P_j S_r P_i\| < \int \min\{1, C(r|v(\gamma)|)^{|i-j|}\} d\mu(\gamma).
\]

If \( |i - j| \leq \alpha \), we can simply write
\[
\|P_j S_r P_i\| < C r^{|i-j|} \int |v(\gamma)|^{i-j} d\mu(\gamma),
\]
and the claim follows from the moment condition on $\mu$. If $|i - j| > \alpha$, we write
\[
\|P_j S_r P_i\| < C r^\alpha \int |v(\gamma)|^\alpha \min\{(r|v(\gamma)|)^{-\alpha}, (r|v(\gamma)|)^{|i-j|-\alpha}\} d\mu(\gamma).
\]
Observe that
\[
\min\{(r|v(\gamma)|)^{-\alpha}, (r|v(\gamma)|)^{|i-j|-\alpha}\} \leq 1
\]
and that it tends to 0 for all $\gamma$ as $r \to 0$. Now the claim follows by the dominated convergence theorem.

The bound on $P_1 S_r P_0$ in Lemma 20 is not optimal. Indeed, it is easy to see that the linear terms in the Taylor expansions cancel thanks to condition (C).

**Lemma 21.** There is a constant $C$ such that
\[
\|P_1 S_r P_0\| \leq C r^2.
\]
If $\mu$ also satisfies (E), then we get the better bound
\[
\|P_1 S_r P_0\| \leq C r^{\min\{3, \alpha\}}.
\]

**Proof.** Take $\varphi \in H_0$, and as in the proof of Lemma 19, write the Taylor expansion
\[
\rho_r(\gamma) \varphi(\xi) = \left[1 + C_1 r \langle \xi, v(\gamma) \rangle + C_2 r^2 \langle \xi, v(\gamma) \rangle + O(r^3|v(\gamma)|^3)\right] \varphi(\theta_0^{-1}\xi).
\]
Similarly to the proof of Lemma 20, we integrate this inequality. To get the first claim, we only need to note that
\[
\int \langle \xi, v(\gamma) \rangle d\mu(\gamma) = \left\langle \xi, \int v(\gamma) d\mu(\gamma) \right\rangle = 0
\]
because of assumption (C).

Assumption (E) implies that $H_0$ consists of even functions, and hence $H_1$ contains only odd ones. Since
\[
\int \langle \xi, v(\gamma) \rangle^2 d\mu(\gamma) \cdot \varphi(\theta_0^{-1}\xi)
\]
is an even function of $\xi$, it is in the kernel of $P_1$. This establishes the second claim.

We also need a norm estimate for $P_0 S_r P_0$. As we remarked in (14), this operator is essentially a multiplication operator by the function $F$ defined in (15). Hence what we need to understand is the behavior of $F$ near the origin.

**Lemma 22.** There is a constant $C$ such that
\[
|F(\xi) - (1 - r^2 \Delta(\xi, \xi))| < C r^{\min\{3, \alpha\}},
\]
where $\Delta(\xi, \xi)$ is a positive definite quadratic form depending on $\mu$. If $\alpha < 3$, then the above bound can be improved to $o(r^\alpha)$. Furthermore, if $\mu$ is symmetric or satisfies (E), then we have the improved bound

$$|F(\xi) - (1 - r^2 \Delta(\xi, \xi))| < C r^{\min\{4, \alpha\}}.$$  

As an immediate corollary, we get that $\|P_0 S_r P_0\| < 1 - cr^2$ for some constant $c > 0$.

Proof. We expand (15), the definition of $F$, in Taylor series the same way as we did in the previous lemmata:

$$F(\xi) = \int \left( 1 + C_1 r \langle \sigma \xi, v(\gamma) \rangle - C_2 r^2 \langle \sigma \xi, v(\gamma) \rangle^2 
+ C_3 r^3 \langle \sigma \xi, v(\gamma) \rangle^3 \right) dm_K(\sigma) d\mu(\gamma) + O(r^{\min\{\alpha, 4\}}),$$

where $C_1, C_2, C_3$ are absolute constants, $C_2 > 0$, and the implied constant is depends only on $\mu$.

First we note that as in the proof of Lemma 21, (C) implies that

$$\widehat{\langle \sigma \xi, v(\gamma) \rangle} d\mu(\gamma) = 0$$

for all $\sigma$ and $\xi$. Hence the linear term vanishes in the Taylor expansion (20).

Second, the quadratic term in (20),

$$\Delta(\xi, \xi) := \int C_2 r^2 \langle \sigma \xi, v(\gamma) \rangle^2 dm_K(\sigma) d\mu(\gamma),$$

is clearly a $K$ invariant positive semi-definite quadratic form. We only need to show that it is strictly positive definite. Denote by $V$ the maximal subspace of $\mathbb{R}^d$ on which $\Delta(\xi, \xi)$ vanishes. By the definition of $\Delta$, all $v(\gamma)$ is orthogonal to $V$, which would contradict almost nondegeneracy if $V \neq \{0\}$.

If $\alpha \geq 3$ and (E) is satisfied, then for all $\xi$, there is $\sigma \xi \in K$ such that $\sigma \xi \xi = -\xi$. Then

$$2 \int \langle \sigma \xi, v(\gamma) \rangle^3 dm_K(\sigma) = \int \langle \sigma \xi, v(\gamma) \rangle^3 + \langle \sigma \xi \xi, v(\gamma) \rangle^3 dm_K(\sigma) = 0;$$

hence the cubic term in (20) vanishes.

Finally, if $\mu$ is symmetric and $\alpha \geq 3$, then we also have

$$2 \int \langle \sigma \xi, v(\gamma) \rangle^3 dm_K(\sigma) d\mu(\gamma)$$

$$= \int \langle \xi, \sigma v(\gamma) \rangle^3 + \langle \xi, \sigma v(\gamma) v(\gamma^{-1}) \rangle^3 dm_K(\sigma) d\mu(\gamma) = 0.$$

The first equality follows since $\mu$ is symmetric and $m_K$ is invariant under multiplication by $\theta(\gamma)$ from the left. The second one follows from $\theta(\gamma) v(\gamma^{-1}) = -v(\gamma)$. The claim now follows from (20).
5.2. Approximating \( S_r \) by \( P_0 S_r P_0 \). The purpose of this section is to prove Lemmata 16 and 17. For both of them, we need the next lemma, which provides some estimates for the projections of \( \psi_l' \) to the spaces \( \mathcal{H}_i \).

**Lemma 23.** There are constants \( c \) and \( C \) such that the following hold:

\[
\|P_1 \psi_l'\|_2 \leq C (r^2 + e^{-cl}|x_0|r),
\]
\[
\|P_i \psi_l'\|_2 \leq C (r^\min\{i,\alpha\} + e^{-cl}|x_0|^i r^i)
\]

for \( i \in \{2, 3\} \) and \( l \geq 0 \).

For \( l \geq C \log(r^{-1}|x_0| + 2) \), we have

\[
\|P_0 \psi_l'\|_2 \leq C e^{-cr^2},
\]
\[
\|P_1 \psi_l'\|_2 \leq Cr^2 e^{-cr^2},
\]
\[
\|P_i \psi_l'\|_2 \leq Cr^\min\{i,\alpha\} e^{-cr^2}
\]

for \( i \in \{2, 3\} \). Moreover, if \( \mu \) satisfies (E), then we can replace \( r^2 \) by \( r^\min\{3,\alpha\} \) in (21) and (24).

The following proof is very technical, although the idea behind it is very simple. The argument is based on induction on \( l \), the norm estimates of the previous section and triangle inequality.

We first give a brief sketch, which explains why the induction works. For simplicity, take \( x_0 = 0 \) and suppose that the lemma holds for some \( \log(r^{-1}|x_0| + 2) < l < r^{-2} \).

(For simplicity, we consider only this range in this informal discussion.) We can write

\[
P_l \psi_l' = \sum_{j=0}^3 P_i S_r P_j \psi_l'.
\]

We use the induction hypothesis and the lemmata of the previous section to bound the terms.

What we need for the argument to work are essentially the inequalities

\[
(1 - \|P_i S_r P_l\|) X_i > \sum_{j \neq i} \|P_i S_r P_j\| \|P_j \psi_l'\|_2,
\]

where \( X_i \) is the bound for \( \|P_i \psi_l'\|_2 \) claimed in (23)–(25). Notice that if we plug in the estimates that we obtained in the previous section, then all terms on the right-hand side are of the same or smaller order of magnitude than the left-hand side for any \( i \) and \( j \). For example, take \( i = 2 \): Then \( (1 - \|P_2 S_r P_l\|) X_2 \geq Cr^2 \) by Lemma 20. For the terms on the right, we have \( \|P_2 S_r P_j\| \|P_j \psi_l'\|_2 \leq C r^{(2-j)X_j} \) by Lemma 20 again. We see that \( \|P_2 S_r P_0\| \|P_0 \psi_l'\|_2 \leq Cr^2 \) and all the other terms are of lower order.
In the following diagram we draw a directed edge from vertex \( j \) to \( i \) if the corresponding term on the right of (26) is of the same order as the left-hand side:

(The dotted edge is present when (E) is assumed.) Since it does not have a directed cycle, we can set the constants in (23)–(25) following the edges of the diagram such that the induction will work.

Proof of Lemma 23. We do not give a separate proof for the last statement, but it will be clear that using the improved estimates in Lemma 21 available under (E), we get the better error terms. Let \( \beta_0 \) and \( B_0 \) be constants whose existence is guaranteed by Lemmata 20–22 such that

\[
\|P_0 S \psi_0\| \leq e^{-\beta_0 r^2},
\]

\[
\|P_i S \psi_i\| \leq e^{-\beta_0} \quad \text{for } i \in \{1, 2, 3\},
\]

\[
\|P_i S \psi_j\| \leq B_0 r^{\min\{i, |i-j|\}},
\]

\[
\|P_1 S \psi_0\| \leq B_0 r^2.
\]

The proof is by induction, and we begin with (21) and (22). We suppose that \( |x_0| \geq 1 \). In the opposite case the argument is identical; we only need to replace \( |x_0|^2 \) and \( |x_0|^3 \) everywhere by \( |x_0| \). We show that

\[
\|P_1 \psi_i\|_2 \leq C_1 (r^2 + e^{-\beta_0 l/2} |x_0| r),
\]

\[
\|P_1 \psi_i\|_2 \leq C_i (r^{\min\{i, \alpha\}} + e^{-\beta_0 l/2} |x_0|^i r^i)
\]

for \( i \in \{2, 3\} \) and \( l \geq 0 \), where \( C_i > 1 \) are suitable constants to be specified later. For \( l = 0 \), the claim is verified easily by the Taylor expansion of \( \psi_0 \).

Suppose that the claim holds for \( l \); we prove it for \( l + 1 \). To estimate

\[
\|P_1 \psi_{i+1}\|_2 \leq \sum_{j=0}^{3} \|P_j S \psi_j\| \cdot \|P_j \psi_i\|
\]

we use the induction hypothesis for \( \|P_j \psi_i\|_2 \) and the norm estimates (27)–(30).

For \( i = 1 \), write

\[
\|P_1 \psi_{i+1}\|_2 \leq B_0 r^2 + e^{-\beta_0} C_1 (r^2 + e^{-\beta_0 l/2} |x_0| r)
\]

\[
+ B_0 r C_2 (r^2 + e^{-\beta_0 l/2} |x_0|^2 r^2) + B_0 r^2 C_3 (r^{\min\{3, \alpha\}} + e^{-\beta_0 l/2} |x_0|^3 r^3)
\]

\[
\leq \left( [B_0 (1 + r C_2 + r^2 C_3) + e^{-\beta_0} C_1] e^{\beta_0/2} \right) \cdot (r^2 + e^{-\beta_0 (l+1)/2} |x_0| r).
\]
To obtain the last line, we use inequalities of type
\[(r^2 + e^{-\beta_0 l/2} |x_0|^2 r^3) \leq e^{\beta_0/2} (r^2 + e^{-\beta_0 (l+1)/2} |x_0|^2 r^3)\]
and also \(|r|x_0| < 1\) that we can suppose without loss of generality, as we mentioned at the beginning of Section 5. For \(i = 2\),
\[\|P_2 \psi_i^{l+1}\|_2 \leq B_0 r^2 + B_0 r C_1 (r^2 + e^{-\beta_0 l/2} |x_0|^2 r) + e^{-\beta_0} C_2 (r^2 + e^{-\beta_0 l/2} |x_0|^2 r^2) + B_0 r C_3 (r e^{-\beta_0 l/2} |x_0|^2) \cdot (r^2 + e^{-\beta_0 (l+1)/2} |x_0|^2 r^2).\]
We derive the last line the same way as before, but we also use the inequality \(|x_0| \geq 1\). For \(i = 3\),
\[\|P_3 \psi_i^{l+1}\|_2 \leq B_0 r^{\min\{3, \alpha\}} + B_0 r^2 C_1 (r^2 + e^{-\beta_0 l/2} |x_0|^2 r) + e^{-\beta_0} C_2 (r^2 + e^{-\beta_0 l/2} |x_0|^2 r^2) + B_0 r C_3 (r e^{-\beta_0 l/2} |x_0|^2) \cdot (r^2 + e^{-\beta_0 (l+1)/2} |x_0|^2 r^2).\]
Now the claim is satisfied if we take
\[C_1 = 2 e^{\beta_0/2} B_0/(1 - e^{-\beta_0/2}),\]
\[C_2 = 2 e^{\beta_0/2} B_0 (1 + C_1)/(1 - e^{-\beta_0/2}),\]
\[C_3 = e^{\beta_0/2} B_0 (1 + C_1 + C_2)/(1 - e^{-\beta_0/2})\]
and \(r\) is so small that \(r C_2 + r^2 C_3 < 1\) and \(r C_3 < 1\).

The proof of (23)–(25) is very similar. We begin by choosing \(l_0\) such that \(e^{-\beta_0 l_0/2} |x_0|^2 r < r^2\), but \(l_0 < 2 \beta_0^{-1} \log(|x_0|/r) + 1\). We show by induction that for \(l \geq l_0\) the following holds:
\[\|P_0 \psi_i^l\|_2 \leq C_0 e^{-\beta_0 r^2 l/2},\]
\[\|P_1 \psi_i^l\|_2 \leq C_1 r^2 e^{-\beta_0 r^2 l/2},\]
\[\|P_1 \psi_i^l\|_2 \leq C_1 r^{\min\{i, \alpha\}} e^{-\beta_0 r^2 l/2}\]
for \(i \in \{2, 3\}\) and \(l \geq 0\), where \(C_0 = e^{\beta_0 r^2 l_0/2}\) and for \(i > 0\), \(C_i = C_i e^{\beta_0 r^2 l_0/2}\) are suitable constants to be specified later. We note that
\[\beta_0 l_0/2 \leq \log(|x_0|/r) + 1 \leq \log(r^{-2}) + 1 < r^{-2}\]
since \(|x_0|/r < 1\). Hence \(e^{\beta_0 r^2 l_0/2} < e\), so the above bounds on the constants \(C_i\) are independent of \(x_0\) and \(r\).

From the first part of the proof it follows that the claim holds for \(l = l_0\). Now we suppose that it holds for a particular \(l \geq l_0\) and prove it for \(l + 1\). As
Now choose the constants in such a way that 

\[ \|P_0\psi'_{l+1}\|_2 \leq e^{-\beta \sigma^2} C'_0 e^{-\beta \sigma^2 l/2} + B_0 r C'_1 r^2 e^{-\beta \sigma^2 l/2} \]

\[ + B_0 r^2 C'_2 r^2 e^{-\beta \sigma^2 l/2} + B_0 r^{\min\{3,\alpha\}} C'_3 r^{\min\{3,\alpha\}} e^{-\beta \sigma^2 l/2} \]

\[ \leq \left( [-C'_0 e^{-\beta \sigma^2} + B_0 (r C'_1 + r^4 C'_2 + r^{\min\{3,\alpha\}} C'_3)] e^{\beta \sigma^2 l/2} \right) \cdot e^{-\beta \sigma^2 (l+1)/2}, \]

\[ \|P_1 \psi'_{l+1}\|_2 \leq B_0 r^2 C'_0 e^{-\beta \sigma^2 l/2} + e^{-\beta \sigma} C'_1 r^2 e^{-\beta \sigma^2 l/2} \]

\[ + B_0 r C'_2 r^2 e^{-\beta \sigma^2 l/2} + B_0 r^2 C'_3 r^{\min\{3,\alpha\}} e^{-\beta \sigma^2 l/2} \]

\[ \leq \left( [-e^{-\beta \sigma} C'_0 + B_0 (C'_0 + r C'_1 + r^{\min\{2,\alpha-1\}} C'_3)] e^{\beta \sigma^2 l/2} \right) \cdot r^2 e^{-\beta \sigma^2 (l+1)/2}, \]

\[ \|P_2 \psi'_{l+1}\|_2 \leq B_0 r^2 C'_0 e^{-\beta \sigma^2 l/2} + B_0 r C'_1 r^2 e^{-\beta \sigma^2 l/2} \]

\[ + e^{-\beta \sigma} C'_2 r^2 e^{-\beta \sigma^2 l/2} + B_0 r C'_3 r^{\min\{3,\alpha\}} e^{-\beta \sigma^2 l/2} \]

\[ \leq \left( [-e^{-\beta \sigma} C'_2 + B_0 (C'_0 + r C'_1 + r^{\min\{3,\alpha\}} C'_3)] e^{\beta \sigma^2 l/2} \right) \cdot r^2 e^{-\beta \sigma^2 (l+1)/2}, \]

\[ \|P_3 \psi'_{l+1}\|_2 \leq B_0 r^{\min\{3,\alpha\}} C'_0 e^{-\beta \sigma^2 l/2} + B_0 r C'_1 r^2 e^{-\beta \sigma^2 l/2} \]

\[ + B_0 r C'_2 r^2 e^{-\beta \sigma^2 l/2} + e^{-\beta \sigma} C'_3 r^{\min\{3,\alpha\}} e^{-\beta \sigma^2 l/2} \]

\[ \leq \left( [-e^{-\beta \sigma} C'_3 + B_0 (C'_0 + r C'_1 + C'_2)] e^{\beta \sigma^2 l/2} \right) \cdot r^{\min\{3,\alpha\}} e^{-\beta \sigma^2 (l+1)/2}. \]

Now choose the constants in such a way that 

\[ C'_1 \geq \frac{2C'_0 B_0 e^{\beta \sigma^2 l/2}}{(1 - e^{-\beta \sigma + \beta \sigma^2 l/2})}, \quad C'_2 \geq \frac{2C'_0 B_0 e^{\beta \sigma^2 l/2}}{(1 - e^{-\beta \sigma + \beta \sigma^2 l/2})}, \]

\[ C'_3 \geq \frac{2B_0 (C'_0 + C'_2) e^{\beta \sigma^2 l/2}}{(1 - e^{-\beta \sigma + \beta \sigma^2 l/2})}, \]

and observe that the claim holds for \( l + 1 \) if \( r \) is sufficiently small. \( \square \)

**Proof of Lemma 16.** By the triangle inequality, we have 

\[ \|\psi'_j - S'_r \psi_0\|_2 \leq \sum_{k=0}^{l-1} \|S'_r^{l-k-1}(S_r - PS_r P)(PS_r P)^k \psi'_0\|_2 \]

\[ \leq \sum_{k=0}^{l-1} \|(S_r - PS_r P)\psi'_k\|_2. \]

To estimate the terms, we write 

\[ (S_r - PS_r P)\psi'_k \cdot 2 = \left\| S_r P_{\infty} \psi'_k + \sum_{j=0}^{3} (S_r P_j - PS_r P_j) P_j \psi'_k \right\|_2 \]

\[ \leq \|P_{\infty} \psi'_k\|_2 + \sum_{j=0}^{3} \|P_{\infty} S_r P_j\| \cdot \|P_j \psi'_k\|_2. \]
Recall that $P_\infty$ is the projection to the complement of $\mathcal{H}_0 \oplus \cdots \oplus \mathcal{H}_3$. Note that $P_\infty \psi_k^i = 0$ for $k \geq 1$ since $\psi_k^i \in \mathcal{H}_0 \oplus \cdots \oplus \mathcal{H}_3$.

We use Lemmata 23 and 20. For $1 \leq k \leq C \log(r^{-1}|x_0| + 2)$, we have

$$
\|(S_r - PS_r P)\psi_k^i\|_2 < C(r^{\min\{4, \alpha\}} + |x_0|^4 e^{-ck}),
$$

while for $k = 0$, we have to add $\|P_\infty \psi_k^i\|_2 \leq C|x_0|^4 r^4$ to the above estimate. For $k \geq C \log(r^{-1}|x_0| + 2)$, we have

$$
\|(S_r - PS_r P)\psi_k^i\|_2 < C r^{\min\{4, \alpha\}} e^{-cr^2 k}.
$$

Summing for $k$, we get the statement of the lemma.

When $\alpha = 2$, the constants in Lemma 20 are arbitrarily small as $r \to 0$. If we plug these in (32), we see that the constants in (33) and (34) are also arbitrarily small.

**Proof of Lemma 17.** By the triangle inequality,

$$
\|\psi_l - \psi_l^i\|_2 = \|(P_0 S_r P_0)^l \psi_0 - (P S_r P)^l \psi_0\|_2
\leq \sum_{k=0}^{l-1} \|(P_0 S_r P_0)^{l-k-1} (P_0 S_r P_0 - P S_r P)(P S_r P)^k \psi_0\|_2
\leq \sum_{k=0}^{l-2} \|P_0 S_r P_0\|^{l-k-1} \|(P_0 S_r P_0 - P S_r P)\psi_k^i\|_2
+ \|(P_0 S_r P_0 - P S_r P)\psi_{l-1}^i\|_2.
$$

As in the previous proof, we write

$$
\|(P_0 S_r P_0 - P S_r P)\psi_k^i\|_2 \leq \sum_{j=1}^3 \|P_0 S_r P_j\| \cdot \|P_j \psi_k^i\|_2.
$$

Again, we use Lemmata 23, 20, 21 and the estimate $\|P_0 S_r P_0\| \leq 1 - cr^2$, which follows from Lemma 22. For $k \leq \log(r^{-1}|x_0| + 2)$, we can write

$$
\|P_0 S_r P_0\|^{l-k-1} \|(P_0 S_r P_0 - P S_r P)\psi_k^i\|_2 \leq C e^{-cr^2 l} (|x_0|^2 e^{-ck} + r^3),
$$

while for $k \geq \log(r^{-1}|x_0| + 2)$, we get

$$
\|P_0 S_r P_0\|^{l-k-1} \|(P_0 S_r P_0 - P S_r P)\psi_k^i\|_2 \leq C r^3 e^{-cr^2 (l-1)}
$$

and

$$
\|(P_0 S_r P_0 - P S_r P)\psi_{l-1}^i\|_2 \leq \|(P_0 S_r P_0 - P S_r P)\psi_{l-1}^i\|_2
+ \|(P_0 S_r P - P S_r P)\psi_{l-1}^i\|_2 \leq C r^3 e^{-cr^2 (l-1)} + C r^2 e^{-cr^2 (l-1)}.
$$

Summing up for $k$, we get the first statement of the lemma.

If $\mu$ is symmetric, then $S_r$ is selfadjoint; hence

$$
\|P_0 S_r P_1\| = \|P_1 S_r P_0\| \leq C r^2.
$$
Using this instead of Lemma 20, we get
\[ \| P_0 S R P_0 \|_{l^{-k-1}} \cdot \| (P_0 S R P_0 - P_0 S R P) \psi_k' \|_2 \leq Cr^4 e^{-cr^2(l-1)}, \]
and the better estimate follows after summation.

If \( \mu \) satisfies (E) instead, then the better estimate in Lemma 23 gives
\[ \| P_0 S R P_0 \|_{l^{-k-1}} \cdot \| (P_0 S R P_0 - P_0 S R P) \psi_k' \|_2 \leq Cr_{\min}^{\alpha+1} e^{-cr^2(l-1)}. \] □

5.3. Proof of Lemma 18. Again, we only show the first inequality in the lemma; the second follows along the same lines by applying the improved estimate in Lemma 22.

Using the Taylor series expansion of \( \psi_0 \) together with (C) and finite second moments, we see that
\[
\psi_0(\xi) = 1 + O(|x_0|^2 r^2),
\]
where the implied constant only depends on \( \mu \). Furthermore, we have by (14) that
\[
\psi_l(\xi) = \left[ \prod_{j=0}^{l-1} F(\theta_0^{-j} \xi) \right] \psi_0(\theta_0^{-l} \xi),
\]
where \( F \) is given by (15).

Let \( \Delta \) be the quadratic form appearing in Lemma 22. Define \( \Delta_0 \) to be its symmetrization by the group generated by \( \theta_0 \); i.e.,
\[
\Delta_0(\xi,\xi) := \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \Delta(\theta_0^{-i} \xi, \theta_0^{-i} \xi).
\]

In light of (35) and (36) it is enough to show that
\[
\left| \prod_{j=0}^{l-1} F(\theta_0^{-j} \xi) - e^{-lr^2 \Delta_0(\xi,\xi)} \right| < Ce^{-clr^2 r_{\min}(1,\alpha-2)}
\]
for all \( \xi \).

The rest of the proof is devoted to this inequality. By Lemma 22, we have
\[
\sum_{j=0}^{l-1} \log F(\theta_0^{-j} \xi) = -r^2 \sum_{j=0}^{l-1} \Delta(\theta_0^{-j} \xi, \theta_0^{-j} \xi) + O(lr_{\min}(3,\alpha)).
\]

Denote by \( W \) the space of quadratic forms on \( \mathbb{R}^d \), and denote by \( \Theta_0 \in \text{End}(W) \) the linear transformation induced by \( \theta_0 \). It is easily seen that \( \Theta_0 \) is diagonalizable and all its eigenvalues are on the unit circle of \( \mathbb{C} \). Denote by \( W_0 \) the 1-eigenspace of \( \Theta_0 \). Hence \( \Delta_0 \) is the projection of \( \Delta \) to \( W_0 \). Then on the orthogonal complement of \( W_0 \), we have
\[
\sum_{j=0}^{l-1} \Theta_0^{-j} = \frac{\Theta_0^{-l} - 1}{\Theta_0^{-1} - 1}.
\]
Thus it follows that
\[ l^{-1} \sum_{j=0}^{l-1} \Delta(\theta_0^{-j} \xi, \theta_0^{-j} \xi) = l^{-1} \sum_{j=0}^{l-1} \Theta_0^{-j} \Delta(\xi, \xi) = l \Delta_0(\xi, \xi) + O(1). \]
The implied constant depends on the distance of the nontrivial eigenvalues of \( \Theta_0 \) to 1.

If we combine our inequalities, we get
\[ l^{-1} \sum_{j=0}^{l-1} \log F(\theta_0^{-j} \xi) = -lr^2 \Delta_0(\xi, \xi) + O(r^2 + lr \min\{3, \alpha\}). \]

This immediately implies that there is a constant \( c > 0 \) such that
\[ \prod_{j=0}^{l-1} F(\theta_0^{-j} \xi) < e^{-clr^2}. \]

If we use the inequality \(|e^A - e^B| < (A - B) \max\{e^A, e^B\}\), then we get
\[ \left| \prod_{j=0}^{l-1} F(\theta_0^{-j} \xi) - e^{-lr^2 \Delta_0(\xi, \xi)} \right| < Ce^{-clr^2} (r^2 + lr \min\{3, \alpha\}). \]

To obtain (37) and hence the lemma, we only need to note that
\[ e^{-clr^2} l \leq \frac{2}{c} \cdot e^{-clr^2/2} r^{-2}. \]

If \( \alpha = 2 \), the term \( O(lr \min\{3, \alpha\}) \) in (38) can be improved to \( o(lr^2) \) by Lemma 22. Hence the right-hand side of (39) can be improved to \( o(1) \) as claimed.

5.4. Some improvements using (SSR). The purpose of this section is to give the following slight improvement of the bounds in Proposition 15. The proof depends on the results of Section 4, so it is important to note that Proposition 15 itself is enough for the arguments of Section 4. In fact, we can even get Theorem 3 without the results of this section at the modest expense of multiplying the first error term by \( \log l \).

**Proposition 24.** Assume that \( \mu \) is almost nondegenerate, has finite moments of order \( \alpha \geq 2 \) and satisfies (C) and (SSR). Then there are constants \( C, c \) and a symmetric positive definite quadratic form \( \Delta(\xi, \xi) \) on \( \mathbb{R}^d \) invariant under the action of \( K \) and \( \theta_0 \) such that the following holds:
\[ \| S_r^l \psi_0 - e^{-r^2 \Delta} \|_2 < C (r \min\{1, \alpha-2\} + |x_0|^2 r^2) \cdot (e^{-clr^2} + r^{10d}) \]
for \( r < l^{-1/3} \). The constants \( C, c \) and the form \( \Delta \) depend only on \( \mu \). Moreover, if \( \mu \) is symmetric or satisfies (E), then we have the better bound:
\[ \| S_r^l \psi_0 - e^{-r^2 \Delta} \|_2 < C (r \min\{2, \alpha-2\} + |x_0|^2 r^2) \cdot (e^{-clr^2} + r^{10d}). \]
The quantities \( l^{-1/3} \) and \( r^{10d} \) appearing in the proposition could be replaced by other powers of \( l \) and \( r \). Notice that the estimate differs only by the factor \( (e^{-clr^2} + r^{10d}) \) compared to Proposition 15. We indicate how to modify the argument in the previous sections to obtain this improvement. We only need to sharpen Lemma 16 by the same factor.

First we note that Proposition 24 gives an improvement only if \( l > r^{-2} \), and we recall that \( l < r^{-3} \) is assumed in the proposition. Hence, we only consider the range \( r^{-2} < l < r^{-3} \).

Similarly to the proof of Lemma 16, we write

\[
\|S^l_r \psi_0 - (PS_r P)^l \psi_0\|_2 \leq \sum_{j=0}^{l-1} \|S^{l-j-1}_r (S_r - PS_r P) \psi_j\|_2.
\]

To obtain the improvement of Lemma 16, we need to show the following improved estimates for the terms in the above sum:

\[
(41) \quad \|S^{l-j-1}_r (S_r - PS_r P) \psi_j\|_2 \leq C(r^{\min\{4,\alpha\}} + |x_0|^2 r^2 e^{-cj}) \cdot (e^{-clr^2} + r^{20d}).
\]

We have already seen that

\[
\|(S_r - PS_r P) \psi_j\|_2 < C(r^{\min\{\alpha,4\}} + |x_0|^2 r^2 e^{-cj}) e^{-cr^2 j}.
\]

We utilize Proposition 7 to estimate the norm of this function when \( S_r \) is applied.

If we have

\[
\|S^m_r (S_r - PS_r P) \psi_j\|_2 \leq C(r^{\min\{4,\alpha\}} + |x_0|^2 r^2 e^{-cj}) \cdot r^{20d}
\]

for any \( m < l - j - 1 \), then (41) immediately follows. In the opposite case, we have \( \|S^m_r (S_r - PS_r P) \psi_j\|_2 \geq r^{4+20d} \). We will show below that in this case we have

\[
(42) \quad \left\| \frac{S^m_r (S_r - PS_r P) \psi_j}{\|S^m_r (S_r - PS_r P) \psi_j\|_2} \right\|_{\text{Lip}(K)} \leq Cr^{-20d-4} m.
\]

Since \( r^2 < \log^{-3}((r + 1)Cr^{-20d-4} m + 2) \), we have

\[
\|S^{m+1}_r (S_r - PS_r P) \psi_j\|_2 < e^{-cr^2} \|S^m_r (S_r - PS_r P) \psi_j\|_2
\]

by Proposition 7. Repeated application of this inequality gives the claim (41).

We turn to the proof of (42), which finishes the proof of Proposition 24. We introduce some notation. Let \( \varphi \in C(S^{d-1}) \) and \( \xi \in S^{d-1} \), and write

\[
\varphi^\xi(\theta) := \varphi(\theta \xi) \in C(K).
\]

We note that

\[
(43) \quad \sup_{\xi \in S^{d-1}} \|\varphi^\xi\|_{\text{Lip}} \leq \|\varphi\|_{\text{Lip}(K)} \leq \|\varphi\|_{\infty} + \sup_{\xi \in S^{d-1}} \|\varphi^\xi\|_{\text{Lip}}.
\]
Write
\[ P_3^\xi := \{ \varphi^\xi : \varphi \in P_3 \}. \]
This is the space of polynomials of degree at most 3 restricted to the $K$-orbit of $\xi$ pulled back to the group $K$. Denote by $P^\xi$ the orthogonal projection to the space $P_3^\xi$ in $L^2(K)$. We note that a function $\varphi \in C(S^{d-1})$ is in $\mathcal{H}_0 \oplus \cdots \oplus \mathcal{H}_3$ if and only if we have $\varphi^\xi \in P_3^\xi$ for all $\xi \in S^{d-1}$. Moreover, $(P_\varphi)^\xi = P^\xi \varphi^\xi$ for every $\varphi \in C(S^{d-1})$.

We first estimate $\|\psi_j^\xi\|_{\text{Lip}(K)}$. Note that any function in $P_3^\xi$ is a polynomial of degree at most $C_d$ in the entries of the matrices representing the elements of $K < O(d)$. Here $C_d$ is a number depending only on $d$. Then the space spanned by all $P_\varphi$ for $\xi \in S^{d-1}$ is finite dimensional; hence we can write $\|\varphi\|_{\text{Lip}} \leq C\|\varphi\|_2$ for any function $\varphi \in P_3^\xi$ with a number $C$ independent of $\xi$. This follows from the fact that any two norms on a finite-dimensional space are equivalent.

We show that $\|(\psi_j^\xi)^\xi\|_2 \leq 1$ for every $\xi \in S^{d-1}$. By the previous paragraph, this implies that $\|(\psi_j^\xi)^\xi\|_{\text{Lip}} \leq C$ and also $\|\psi_j^\xi\|_{\text{Lip}(K)} \leq C$ by (43). Clearly $(\psi_j^\xi)^\xi = \psi_j^\xi$ is of $L^2$ norm 1. The claim will follow by induction if we show that $\|(P_\varphi)^\xi\|_2 \leq 1$ and $\|(S_\gamma \varphi)^\xi\|_2 \leq 1$ for all functions $\varphi \in C(S^{d-1})$ that satisfy $\|\varphi^\xi\|_2 \leq 1$ for all $\xi \in S^{d-1}$. The first inequality holds since $P^\xi$ is a projection. For the second inequality, we observe
\[
(44) \quad (S_\gamma \varphi)^\xi(\sigma) = \int e(r(\sigma \xi, v(\gamma)))\varphi^{\theta_0^{-1}\xi}(\theta(\gamma)^{-1}\sigma\theta_0)d\mu(\gamma).
\]
Recall that $\text{supp} \theta(\mu) \subset \theta_0 K$, and $\theta_0$ normalizes $K$ so $\theta(\gamma)^{-1}\sigma\theta_0 \in K$ for $\gamma \in \text{supp} \mu$. The right-hand side of (44) is simply the average of functions of norm 1, so the inequality we need holds.

The proof of (42) will be completed by the following lemma.

**Lemma 25.** We have
\[
\|S_\gamma \varphi\|_\infty \leq \|\varphi\|_\infty \quad \text{and} \quad \|S_\gamma \varphi\|_{\text{Lip}(K)} \leq C r \|\varphi\|_\infty + \|\varphi\|_{\text{Lip}(K)}
\]
for any function $\varphi \in C(S^{d-1})$, where $C$ is a number depending only on $\mu$.

**Proof.** The first claim is trivial. For the second one, we write
\[
|\rho_\gamma(\varphi)(\varphi(\sigma \xi) - \rho_\gamma(\varphi)\xi)| = |e(r(\gamma, \sigma \xi))\varphi(\theta(\gamma)^{-1}\sigma \xi) - e(r(\gamma, \xi))\varphi(\theta(\gamma)^{-1}\xi)|
\leq |e(r(\gamma, \sigma \xi)) - e(r(\gamma, \xi))||\varphi(\theta(\gamma)^{-1})\xi||
+ |\varphi(\theta(\gamma)^{-1}\sigma \xi) - \varphi(\theta(\gamma)^{-1}\xi)|.
\]
The first term is estimated by $Cr|\varphi(\gamma)| \cdot |\xi - \sigma \xi| \cdot \|\varphi\|_\infty$. For the second term we observe that $\theta(\gamma^{-1})\sigma \xi = [\theta(\gamma^{-1})\sigma \theta(\gamma)]\theta(\gamma^{-1})\xi$; hence
\[
|\varphi(\theta(\gamma^{-1})\sigma \xi) - \varphi(\theta(\gamma^{-1})\xi)| \leq \|\varphi\|_{\text{Lip}(K)} \cdot \text{dist}(1, \sigma).
\]
We integrate $\gamma$ and use the moment condition
\[ |S_r\varphi(\sigma\xi) - S_r\varphi(\xi)| \leq (Cr\|\varphi\|_\infty + \|\varphi\|_{\text{Lip}(K)}) \cdot \text{dist}(1, \sigma). \]
This proves the lemma. \qed

6. The main theorem

We turn to the proof of the main result of this paper, Theorem 3. As usual, we denote by $\mu$ the common law of $X_i$. By assumption, $\mu$ has finite moments of order $\alpha > 2$ and satisfies (SSR). Without loss of generality, we can replace $\mu$ by $\mu^*(l_0)$ for some fixed integer $l_0$; hence by Lemmata 6 and 5, we can assume that $\mu$ is almost nondegenerate and that $K$ is normalized by $\theta_0$. Furthermore, we assume that $\mu$ also satisfies (C) and prove the estimates with $y_0 = 0$. Lemma 4 in the previous section shows that we can reduce the general case of the theorem to this one by changing the coordinate system.

Denote by $\nu_l = \mu^*(l_0)$ the distribution of the random walk after $l$ steps starting from the point $x_0$. To evaluate the left-hand sides of the formulae in the statement in Theorem 3, we use Plancherel’s formula:
\[ \mathbb{E}[f(Y_l)] = \int f(x) d\nu_l = \int \hat{f}(\xi) \hat{\nu}_l(\xi) d\xi. \]
We break the latter integral into two regions. First we consider $|\xi| < l^{-1/3}$ and use Proposition 24 in this region.

Recall from Section 2 that $\text{Res}_r : C(\mathbb{R}^d) \to C(S^{d-1})$ is the restriction to the sphere of radius $r$ and that
\[ \int_{|\xi| = r} |\varphi(\xi)|^2 d\xi = r^{d-1} \text{Vol}(S^{d-1}) \|\text{Res}_r \varphi\|_2^2. \]
(The factor $\text{Vol}(S^{d-1})$ is due to our normalization convention for the $L^2$ norm on $S^{d-1}$.) Recall also that
\[ \psi_0(\xi) = \psi_{0,r}(\xi) = e(\langle x_0, \xi \rangle) = \text{Res}_r(\delta_{x_0})(\xi) \]
and
\[ \text{Res}_r \hat{\nu}_l = S^r_l \psi_{0,r}. \]
For $r \leq l^{-1/3}$, we write
\[ \int_{|\xi| = r} \hat{f}(\xi) \hat{\nu}_l(\xi) d\xi = r^{d-1} \int_{S^{d-1}} [\text{Res}_r \hat{f}](\xi) \cdot [S^r_l \psi_{0,r}](\xi) d\xi \]
\[ = \int_{|\xi| = r} \hat{f}(\xi) e^{-l\Delta(\xi, \xi)} d\xi + r^{d-1} \int_{S^{d-1}} [\text{Res}_r \hat{f}](\xi) \Psi(\xi) d\xi, \]
where $\Delta(\xi, \xi)$ is the quadratic form that appears in Proposition 24 and $\Psi = S^r_l \psi_0 - e^{-r^2\Delta}$. By Proposition 24,
\[ \|\Psi\|_2 \leq C(r^{\min\{1, \alpha-2\}} + |x_0|^2 r^2)(e^{-c r^2} + r^{10d}). \]
Using $|\hat{f}(\xi)| \leq \|f\|_1$ and the Cauchy-Schwartz inequality, we can bound the second term in (45) by

$$C_r^{d-1}(r^{\min\{1,\alpha-2\}} + |x_0|^2r^2)(e^{-clr^2} + r^{10d})\|f\|_1.$$ 

Integrating for $0 \leq r \leq l^{-1/3}$, we can write

$$\int_{|\xi| \leq l^{-1/3}} \hat{f}(\xi)\hat{\nu}_l(\xi) \, d\xi = \int_{\xi \in \mathbb{R}^d} \hat{f}(\xi) e^{-l\Delta(\xi,\xi)} \, d\xi + O\left(l^{-d+\min\{1,\alpha-2\}/2} + |x_0|^2l^{-d+2}\right)\|f\|_1.$$ 

(46)

It is well known that $e^{-l\Delta(\xi,\xi)}$ is the Fourier transform of a Gaussian measure; i.e., there is a quadratic form $\Delta'$ and a constant $C_{\Delta'}$ such that

$$\int \hat{f}(\xi) e^{-l\Delta(\xi,\xi)} \, d\xi = C_{\Delta'} l^{-d/2} \int f(x) e^{-\Delta'(x,x)/l} \, dx.$$ 

We recognize the first term on the right of (46) as the main term in Theorem 3, while the second one is the first error term. It is also clear that if $\mu$ is symmetric or satisfies (E) and we use the improved bounds of Proposition 24, then we get the improved error term claimed in the theorem.

It is left to show that

$$\int_{|\xi| \geq l^{-1/3}} |\hat{f}(\xi)| \, d\xi \leq Ce^{-cl^{1/4}}\|\varphi\|_W^{2(d+1)/2},$$ 

and the proof will be finished.

To this end, we prove a lemma using Proposition 7.

**Lemma 26.** Let $l$ be an integer, and suppose that $e^{l^{1/4}} > r > l^{-1/3}$ and $|x_0| < e^{l^{1/4}}$. As above, write $\psi_{0,r}(\xi) = e(r\langle x_0, \xi \rangle)$ for $|\xi| = 1$. There is a constant $c$ depending only on $\mu$ such that

$$\|S^j_{\ell}\psi_{0,r}\|_2 \leq e^{-cl^{1/4}}.$$

Proof. Choose $1 > c > 0$ to be sufficiently small, to be specified below. Assume to the contrary that the statement is false for some $r, l$ and $x_0$. Then for each $j \leq l$, we have

$$\|S^j_{\ell}\psi_{0,r}\|_2 > e^{-cl^{1/4}};$$

otherwise we get a contradiction from $\|S_{\ell}\| \leq 1$. (Recall that $c < 1$.)

To use Proposition 7, we need to estimate the Lipschitz norm of the function $S^j_{\ell}\psi_{0,r}$. Using $\|\psi_{0,r}\|_{\text{Lip}} \leq Cr|x_0|$ and Lemma 25 repeatedly, we get

$$\|S^j_{\ell}\psi_{0,r}\|_{\text{Lip}(K)} \leq Cr(j + |x_0|) \leq Ce^{2l^{1/4}}$$

for all $j \leq l$. Now define $\varphi_j = S^j_{\ell}\psi_{0,r}/\|S^j_{\ell}\psi_{0,r}\|_2$.

Then we have

$$(r+1)\|\varphi_j\|_{\text{Lip}} < Ce^{4l^{1/4}}.$$
We can apply Proposition 7 for $\phi_j$ and get
\[ \|S_r \phi_j\|_2 \leq e^{-c't^{-3/4}}, \]
where $c'$ is a number depending only on the constant $c$ from Proposition 7. Note that $r^2 \geq l^{-2/3} \geq l^{-3/4}$.

If we multiply these inequalities together for $1 \leq j \leq l$, we get
\[ \|S_l^r \psi_{0,r}\|_2 \leq e^{-c'l^{1/4}}, \]
a contradiction if we choose $c$ to be less than $c'$. \(\square\)

Similarly as above, we use the Cauchy-Schwartz inequality:
\[ \int_{|\xi| = r} \hat{f}(\xi)\hat{\nu}(\xi)d\xi = r^{d-1} \int S_{d-1}^r \hat{f}(\xi) \cdot S_l^r \psi_{0,r}(\xi)d\xi \]
\[ \leq r^{(d-1)/2} \left( \int_{|\xi| = r} |\hat{f}(\xi)|^2 d\xi \right)^{1/2} \cdot \text{Vol}(S_{d-1}^r)^{1/2} \|S_l^r \psi_{0,r}\|_2. \]

We integrate for $r > l^{-1/3}$ and then use the Cauchy-Schwartz inequality again:
\[ \int_{|\xi| \geq l^{-1/3}} \hat{f}(\xi)\hat{\nu}(\xi)d\xi \leq C \int_{l^{-1/3}}^\infty \left( r^{d+1} \int_{|\xi| = r} |\hat{f}(\xi)|^2 d\xi \right)^{1/2} \cdot \left( r^{-1} \||S_l^r \psi_{0,r}\|_2 \right) dr \]
\[ \leq C \left( \int_{|\xi| \geq l^{-1/3}} |\hat{f}(\xi)|^2 d\xi \right)^{1/2} \cdot \left( \int_{l^{-1/3}}^\infty \|S_l^r \psi_{0,r}\|_2^2 r^{-2} dr \right)^{1/2}. \]

The first integral on the right-hand side is bounded by $\|f\|_{W_2(d+1)/2}$. By Lemma 26, we have
\[ \|S_l^r \psi_{0,r}\|_2^2 r^{-1/2} < e^{-cl^{1/4}} \]
for all $r$. Indeed, one can use the lemma for $r \leq e^{-l^{1/4}}$, and simply $\|S_l^r \psi_{0,r}\|_2 \leq 1$ for larger $r$. This implies (47), and Theorem 3 is proved.

7. The Central Limit Theorem

The purpose of this section is to prove Theorem 1. Recall the notation from Sections 1 and 2. We will deduce the theorem from Proposition 15 very similarly to the methods of the previous section.

Notice that the limiting distribution of $Y_l/\sqrt{l}$ does not depend on the starting point $x_0$. Indeed, let $Y_l'$ be the random walk obtained from the same $X_l$, but from a different point $x_0'$. Since isometries preserve distance, we have
\[ |Y_l/\sqrt{l} - Y_l'/\sqrt{l}| = |x_0 - x_0'|/\sqrt{l} \rightarrow 0. \]

For the rest of this section, take $x_0 = 0$. 

\[ \]
Denote by \( W \subset \mathbb{R}^d \) the linear subspace of vectors fixed by \( K \). By Lemma 4, we can choose the origin in such a way that
\[
v_0 := E(Y_1) = \int \gamma(0) d\mu(\gamma) \in W.
\]
Define the random isometries \( X'_1 \) by
\[
X'_1(x) = X_1(x) - v_0.
\]
Since \( v_0 \in W \), we have
\[
Y'_1 := X'_1(X'_{l-1}(\ldots (0))) = Y_l - lv_0.
\]
Denote by \( \mu' \) the law of the random isometry \( X'_1 \). Then \( \mu' \) satisfies (C). In what follows, we assume that \( \mu = \mu' \), and we prove the theorem with \( v_0 = 0 \).

In light of (48), this implies the theorem without the assumption \( \mu = \mu' \) as well.

Let \( \nu_l = \mu^* \delta_0 \) be the law of \( Y_l \). Denote by \( \psi_0 \in L^2(S^{d-1}) \) the constant function \( \psi_0(\xi) \equiv 1 \). Similarly to Section 6, we can write
\[
\text{Res}_r \hat{\nu}_l(\xi) = S^r_r \psi_0(\xi).
\]

Fix an arbitrary constant \( R > 0 \). Let \( \Delta \) be the quadratic form from Proposition 15. Let \( \lambda \) be the Gaussian measure with Fourier transform \( \hat{\lambda}(\xi) = e^{-\Delta(\xi,\xi)} \).

Proposition 15 implies
\[
\| \text{Res}_{r/\sqrt{l}} \hat{\nu}_l - \text{Res}_{r} \hat{\lambda} \|_2 \to 0
\]
as \( l \to \infty \), uniformly for \( r < R \). Let \( f \) be a function such that \( \hat{f}(\xi) = 0 \) for \( |\xi| > R \). Then by Plancherel’s formula and the Cauchy-Schwartz inequality,
\[
\left| \int f(x/\sqrt{l}) d\nu_l(x) - \int f(x)d\lambda(x) \right| = \left| \int \hat{f}(\xi)(\hat{\nu}_l(\xi/\sqrt{l}) - \hat{\lambda}(\xi))d\xi \right|
\leq \| f \|_1 \int_{|\xi|<R} |\hat{\nu}_l(\xi/\sqrt{l}) - \hat{\lambda}(\xi)|d\xi
\leq \| f \|_1 \cdot C_{R,d} \int_0^R \| \text{Res}_{r/\sqrt{l}} \hat{\nu}_l - \text{Res}_{r} \hat{\lambda} \|_2 dr \to 0,
\]
where \( C_{R,d} \) is a constant depending on \( R \) and \( d \).

Since we can approximate any continuous function by those that have compactly supported Fourier transform, the proof is complete.

8. The Local Limit Theorem

We finish the paper with the proof of Theorem 2. The proof is again based on Plancherel’s formula and estimates on \( \hat{\nu}_1 \), the Fourier transform of the law of the random walk. For the frequency range \( |\xi| \leq l^{-1/2+\varepsilon} \), we again use Proposition 15. However, we do not assume that \( \mu \) satisfies (SSR), so we need to find a suitable replacement for Proposition 7 in estimating \( \hat{\nu}_l(\xi) \) in the frequency
range \( l^{-1/2+\epsilon} \leq |\xi| \leq R \), where \( R \) is an arbitrary fixed number. Our bounds will depend on \( R \) in an uncontrolled fashion, so we will be able to conclude the Local Limit Theorem only on scales \( O(1) \) in contrast to Theorem 3.

We introduce some notation. Recall that \( G \) is the closure of the group generated by \( \text{supp} \tilde{\mu} * \mu \) and \( \text{supp} \mu \) is contained in the coset \( \gamma_0 G \). We denote by \( K \) the closure of \( \theta(G) \) and by \( K^0 \) its connected component. By Lemma 5, we can assume that \( K \) is normalized by \( \theta(\gamma_0) \).

It is easy to see that we can decompose \( \mathbb{R}^d \) as an orthogonal sum of subspaces \( V_{ss} \oplus V_a \oplus V_o \) such that the action of \( K^0 \) is semi-simple on \( V_{ss} \), Abelian on \( V_a \) and trivial on \( V_o \). Since \( K^0 \) is invariant under conjugation by elements of \( K \) and \( \theta(\gamma_0) \), it follows that these subspaces are invariant under \( K \) and \( \theta(\gamma_0) \), as well. We denote by \( S^i \) the unit sphere in \( V_i \), where \( i \) is either \( ss \), \( a \) or \( o \). We denote by \( \pi_i \) the orthogonal projection \( \mathbb{R}^d \to V_i \). We write \( \theta_i(\gamma) \) for the restriction of \( \theta(\gamma) \) to \( V_i \) for \( \gamma \in G \), and we also write \( v_i(\gamma) = \pi_i(\nu(\gamma)) \). In addition, by abuse of notation, we write \( \pi_i(\mu) \) for the isometry \( x \mapsto v_i(\gamma) + \theta_i(\gamma)x \) on \( V_i \). In addition, we will denote by \( \pi_i(\mu) \) the probability measure on \( \text{Isom}(V_i) \) that is the pushforward of \( \mu \) under \( \pi_i \).

We give an estimate on \( \hat{\nu}_l(\xi) \) in the region \( |\pi_{ss}(\xi)| + |\pi_a(\xi)| \leq l^{-1/2} \log^{1/2} l \) in Section 8.1. The methods will be similar to Section 4. We define unitary representations \( \rho_{rs,ra,ro} \) of \( G \) and consider operators similar to \( S_r \). We show that if a function is almost fixed by such an operator, then it must be almost fixed by \( \rho_r(\gamma) \) for pure translations \( \gamma \) pointing in any direction in \( V_{ss} \oplus V_a \). The results of Section 4 can be reused to find translations in \( V_{ss} \), and the method of Guivarc’h [15] can be used to produce translations in \( V_a \). The essence of the latter method is taking commutators of isometries with commuting rotation part.

We estimate \( \hat{\nu}_l(\xi) \) in the region \( |\pi_{ss}(\xi)| + |\pi_a(\xi)| \leq l^{-1/2} \log^{1/2} l \) in Section 8.2. We need to use different methods since it may happen that all pure translations in \( G \) are orthogonal to \( V_o \). For example, consider the group generated by a one-parameter family of screw rotations and all translations perpendicular to their axes. If \( G \) is this group, then \( \mu \) will be nondegenerate. So instead of finding translations, we will approximate \( \hat{\nu}_l(\xi) \) by polynomials of a suitably large but fixed degree in the \( \pi_{ss}(\xi) \) and \( \pi_a(\xi) \) variables using Taylor expansion. This allows us to work with operators on finite-dimensional spaces and use continuity arguments.

We combine the above mentioned estimates to conclude Theorem 2 in Section 8.3.

8.1. Estimates using translations. The purpose of this section is to prove the following estimate on the \( L^2 \) average of \( \hat{\nu}_l \) on the direct product of spheres in \( V_{ss} \), \( V_a \) and \( V_o \).
For a measure \( \eta \)

\[ r_{ss}^{1 - \dim V_{ss} - r_a, r_o} \int_{|\pi_{ss}(\xi)| = r_{ss}, |\pi_a(\xi)| = r_a, |\pi_o(\xi)| = r_o} |\hat{\nu}(\xi)|^2 d\xi \]

\[ \leq C e^{-c \min\{r_{ss} + r_a, r_o\}(\frac{\mu}{\log \mu})} \]

holds for all \( 0 < r_{ss}, r_a, r_o < R \).

We fix three nonnegative real parameters \( r_{ss}, r_a \) and \( r_o \). Analogously to \( \rho_r \), we introduce the unitary representation \( \rho_{r_{ss}, r_a, r_o} \) of the group generated by \( G \) and \( \gamma_0 \) on the space \( L^2(S^{ss} \times S^a \times S^o) \) via the following formula:

\[
\rho_{r_{ss}, r_a, r_o}(\gamma) \varphi(\xi_{ss}, \xi_a, \xi_o) = e^{r_{ss}(\xi_{ss}, v_{ss}(\gamma))} + r_a(\xi_a, v_a(\gamma)) + r_o(\xi_o, v_o(\gamma)) \cdot \varphi(\theta_{ss}(\gamma)^{-1} \xi_{ss}, \theta_a(\gamma)^{-1} \xi_a, \theta_o(\gamma)^{-1} \xi_o).
\]

Here \( \varphi \in L^2(S^{ss} \times S^a \times S^o) \), \( \xi_{ss} \in S^{ss} \), \( \xi_a \in S^a \) and \( \xi_o \in S^o \). This representation corresponds to the action of \( \gamma \) on the Fourier transform of a measure restricted to the product of the spheres of radii \( r_{ss}, r_a, r_o \) (resp.) in \( V_{ss}, V_a, V_o \) (resp.).

For a measure \( \eta \) on the group generated by \( G \) and \( \gamma_0 \), we define the operators

\[ \rho_{r_{ss}, r_a, r_o}(\eta) = \int \rho_{r_{ss}, r_a, r_o}(\gamma) d\eta(\gamma) \]

acting on \( L^2(S^{ss} \times S^a \times S^o) \). These are analogues of \( S_r \), and similarly as in Proposition 7, we prove the following estimate for them.

**Proposition 28.** Suppose that \( \mu \) is almost nondegenerate and has finite moments of order 2. Then for every \( R > 0 \), there is a constant \( c > 0 \) depending only on \( \mu \) and \( R \) such that the following hold.

Let \( R \geq r_{ss}, r_a, r_o \geq 0 \). Let \( \varphi \in \text{Lip}(S^{ss} \times S^a \times S^o) \) with \( \|\varphi\|_2 = 1 \). Then

\[ \|\rho_{r_{ss}, r_a, r_o}(\mu)\varphi\|_2 \leq 1 - c \min\{r_{ss}^2 + r_a^2, \log^{-3}(\|\varphi\|_{\text{Lip}} + 2)\}. \]

Proposition 27 can be deduced from Proposition 28 exactly the same way as the proof of Lemma 26. The rest of the section is devoted to the proof of Proposition 28. We fix \( r_{ss}, r_a, r_o \) and write \( \rho \) instead of \( \rho_{r_{ss}, r_a, r_o} \), saving a considerable amount of ink. The hypothesis of Proposition 28 on \( \mu \) is assumed throughout the section.

Our first goal is to replace \( \mu \) with a symmetric measure \( \mu_1 \) such that \( \text{supp} \theta(\mu_1) \subset K^0 \).

**Lemma 29.** We can write \( (\bar{\mu} * \mu)^{(L)} = p\mu_1 + q\mu_2 \), with \( 1 \geq p > 0 \), where \( \mu_1 \) and \( \mu_2 \) are probability measures on \( \text{Isom}(\mathbb{R}^d) \) and \( L \geq 1 \) is an integer depending on \( \mu \). Furthermore, \( \mu_1 \) is almost nondegenerate, symmetric, has...
finite moments of order 2, and the closure of the group generated by $\text{supp} \theta(\mu_1)$ is $K^\circ$.

Proof. We fix an integer $L$ and write

$$G^\circ = \{ \gamma \in G : \theta(\gamma) \in K^\circ \},$$

let $p = (\bar{\mu} \ast \mu)^\ast(L)(G^\circ)$ and let $\mu_1$ be $1/p$ times the restriction of $(\bar{\mu} \ast \mu)^\ast(L)$ to $G^\circ$. The only nontrivial property to check is that almost nondegeneracy holds if $L$ is sufficiently large. It is enough to check for an arbitrary point $x$ the condition that the points $\gamma(x)$ for $\gamma \in \text{supp} \mu_1$ do not lie in a proper affine subspace if $L$ is sufficiently large possibly depending on $x$. Then the claim follows from the same Noetherian property argument as in Lemma 6.

Denote by $o$ the order of $K/K^\circ$. Using the Central Limit Theorem for the measure $\bar{\mu} \ast \mu$, we can find an integer $L_0$ and a finite set $A \subset \{ \gamma(x) : \gamma \in \text{supp} (\bar{\mu} \ast \mu)^\ast(L_0) \}$ that approximates an $(o + 1) \times \cdots \times (o + 1)$ grid. The approximation can be arbitrarily good if $L_0$ is sufficiently large. All that we need is that a proper affine subspace intersects $A$ in at most $|A|/(o + 1)$ points.

Then by the pigeon hole principle, there is $\theta_1 \in K$ such that

$$B := \{ \gamma(x) : \gamma \in \text{supp} (\bar{\mu} \ast \mu)^\ast(L_0), \theta(\gamma) \in \theta_1 K^\circ \}$$

is not contained in a proper affine subspace. Now the claim follows for $L = 2L_0$. Indeed, take any $\gamma_1 \in \text{supp} (\bar{\mu} \ast \mu)^\ast(L_0)$ with $\theta(\gamma_1) \in \theta_1 K^\circ$ and observe that $\gamma_1^{-1}(B)$ is in the set of images of $x$ under elements of $\text{supp}(\mu_1)$.

For the rest of the proof we work with $\mu_1$, and assume that it satisfies the properties claimed in Lemma 29. Moreover, we assume that $\mu_1$ has property (C), which is justified by Lemma 4 after changing the origin. Then we also need to multiply the function $\varphi$ appearing in Proposition 28 with a character, possibly increasing its Lipschitz norm by a factor depending on $\mu$ and $R$. (Compare with the discussion on page 256 in Section 4.) We set out to prove an inequality analogous to the one claimed in Proposition 28 for the operator $\rho(\mu_1)$.

We fix $\varphi \in C^1(S^{ss} \times S^a \times S^0)$. As in Section 5, the heart of the proof is the study of the set

$$B(\varepsilon) := \{ \gamma \in \text{Isom}(\mathbb{R}^d) : \| \rho(\gamma)\varphi - \varphi \|_2 < \varepsilon \}.$$

The next two lemmata are obtained by a simple variation on the arguments in Section 5.

**Lemma 30.** Let $\varepsilon > 0$, and let $l_1 = C_1(r_{ss}^{-2} + \log^3(\|\varphi\|_{\text{Lip}} + 2))$, where $C_1$ is a suitably large constant depending on $\mu$ and $\varepsilon$. Suppose that $\mu_1^\ast(l_1)(B(\varepsilon)) >$
9/10. Then there is a set $X \subset B(64\varepsilon)$ such that

$$\theta_{ss}(X) = \pi_{ss}(K^\circ) \quad \text{and} \quad \pi_a(X) = \{1\} = \pi_o(X).$$

Proof. Following the proof of Lemma 11, it is easy to find a subset $X_0 \subset B(4\varepsilon)$ such that $\pi_{ss}(\theta(X_0)) = \pi_{ss}(K^\circ)$. Consider $X_1 = [X_0, X_0]$ and $X = [X_1, X_1]$. Clearly $\pi_o(X_1) = \{1\}$, and $\pi_o(X_1)$ consists of translations. Therefore $\pi_a(X) = \{1\} = \pi_o(X)$, and $X \subset B(64\varepsilon)$ follows from the triangle inequality. Since every element is a commutator in a connected semi-simple compact Lie group (see [13]), we have $\pi_{ss}(X) = \pi_{ss}(K^\circ)$, which finishes the proof. □

Lemma 31. Let $\varepsilon > 0$ be arbitrary and $l_1$, and let $C_1$ be as in the previous lemma. Let $l_2 = C_2(r_{ss}^{-2} + \log^2(\|\varphi\|_{\text{Lip}} + 2))$, where $C_2$ is a suitably large constant depending on $\mu_1$ and $C_1$. Suppose that $\mu_1^{s(l_i)}(B(\varepsilon)) > 9/10$ for $i = 1, 2$. Then there is a constant $c > 0$ depending on $\mu_1$ such that the following hold. For any unit vector $u_0 \in S^{ss}$, there is an element $\gamma'_1 \in B(386\varepsilon)$ such that

$$\theta_{ss}(\gamma'_1) = 1, \quad |v_{ss}(\gamma'_1)| < r_{ss}^{-1}/2, \quad \langle v_{ss}(\gamma'_1), u_0 \rangle > cr_{ss}^{-1}, \quad \pi_a(\gamma'_1) = 1 = \pi_o(\gamma'_1).$$

Proof. Consider the projection to $V_{ss}$, and repeat the argument in Lemmata 12–14, except instead of the set $X$ constructed in Lemma 11, use the one constructed in Lemma 30. We need to use six elements of $X$, and since now they are in $B(64\varepsilon)$ instead of $B(4\varepsilon)$, the resulting element $\gamma'_1$ will be in $B(386\varepsilon)$. Recall from the proof of Lemma 14 that $\gamma'_1$ is of the form $g_1g_2^{-1}g_2^{-1}$, where $g_1, g_2 \in X$. Since $\pi_a(g_1) = \pi_a(g_2) = 1$, we have $\pi_a(\gamma'_1) = \pi_a(g_1)\pi_a(g_1^{-1}) = 1$, and a similar calculation applies to the projection to $V_o$. This finishes the proof. □

In the above lemma we constructed a translation in $V_{ss}$. The next goal will be to construct a translation in $V_a$. This is done in the next two lemmata by adapting the method of Guivarc'h [15]. Denote by $G_1$ the closure of the group generated by $\text{supp}(\mu_1)$.

Lemma 32. $\pi_a([G_1, G_1])$ is the additive group of the vector space $V_a$.

Here $[G_1, G_1]$ denotes the derived subgroup of $G_1$, not just the set of commutators.

Proof. Clearly $H := \pi_a([G_1, G_1])$ is a subgroup of the additive group of $V_a$, and it is invariant under the action of $\pi_a(K^\circ)$. Since $\pi_a(K^\circ)$ is connected, every connected component of $H$ is invariant under $\pi_a(K^\circ)$. Every such component is an affine subspace of $V_a$. The point of such an affine subspace that is closest to the origin is a fixed point of $\pi_a(K^\circ)$. By the definition of $V_a$, the only
fixed point is the origin. Therefore it follows that $H$ is a linear subspace of $V_a$
 invariant under the action of $\pi_a(K^\circ)$.

Assume to the contrary that $H$ is a proper subspace of $V_a$. Let $W$ be
a two-dimensional subspace of $V_a$ that is invariant under $\pi_a(K)$ and orthogonal to $H$. By projecting the translation part to $W$, $G_1$ naturally embeds to
$\text{Isom}(W)$; denote by $G_W$ the image. Then $G_W$ is commutative (since it has a
trivial commutator) but has a nontrivial rotation part (since $\pi_a(K^\circ)$ acts on $W$
nontrivially); hence it consists of rotations around the same point $x \in W$. This
means that $\mu_1$-almost every image of $x$ is orthogonal to $W$, a contradiction to
almost nondegeneracy.

\[ \square \]

**Lemma 33.** Let $\varepsilon, l_1$ and $C_1$ be as in Lemma 30. Suppose that $\mu_1^{s(l_1)}(B(\varepsilon)) > 9/10$. Then for every $u_0 \in V_a$, there are $c > 0$, $v \in V_a$ with $|v - u_0| < |u_0|/10$
and an integer $L$ such that the following holds. Let $M$ be an arbitrary positive
integer, and assume that $\mu_1^{s(2)}(B(\varepsilon/M)) < 1 - c$. Then there is $\gamma'_1 \in B(L\varepsilon)$
such that

$$ v_a(\gamma'_1) = M v, \quad \theta_a(\gamma'_1) = 1, \quad \pi_{ss}(\gamma'_1) = 1 = \pi_o(\gamma'_1). $$

The vector $v$ may depend on $\varphi$, but $c$ and $L$ depend only on $\mu$ and $u_0$.

This lemma allows us to find pure translations in $B(L\varepsilon)$ approximating an
arbitrary direction in $V_a$. This (or Lemma 31) leads to contradiction if we set
the parameters in such a manner that $M|u_0| \approx 1/r_a$ and $L\varepsilon$ is sufficiently small,
so one of the assumptions of Lemma 33 must fail. We can derive the claim of
Proposition 28 from either $\mu_1^{s(l_1)}(B(\varepsilon)) < 9/10$ or $\mu_1^{s(2)}(B(\varepsilon/M)) < 1 - c$. In
the second case, for example, we can get $\|\rho(\mu_1)\varphi\|_2 \leq 1 - c\varepsilon^2/M^2$. This will
imply the claim if we set $M \approx \max\{1, r_a^{-1}\}$.

Observe that the numbers $c$ and $L$ depend on $u_0$ in an uncontrolled way.
Hence it is important to note that we will apply the lemma with choosing $u_0$
from a fixed finite collection depending on the parameter $R$.

**Proof.** There is $\gamma_2 \in G_1$ such that $\theta_a(\gamma_2)$ does not have any fixed vectors
in $V_a$ except for 0. This is an open condition, so we can assume that $\gamma_2 \in
\text{supp} \mu_1^{s(m)}$ for some integer $m$ depending on $\mu$. Thus $\gamma_2 = g_1 \cdots g_m$ for some $g_i \in \text{supp} \mu_1$.

There is a vector $u_1 \in V_a$ such that $u_0 = u_1 - \theta_a(\gamma_2)u_1$. (Since $\theta_a(\gamma_2)$ has
no fixed vectors, $1 - \theta_a(\gamma_2)$ has trivial kernel.) We can find a small ball $U_i$
avoid $g_i$ such that $|u_1 - \theta_a(g'_1 \cdots g'_m)u_1 - u_0| < |u_0|/20$ for any choice of $g'_i \in U_i$. We set the constant $c$ in the lemma so that $\mu_1^{s(2)}(U_i) > c$ for all $i$.
This allows us to find an element

$$ \gamma'_2 = g'_1 \cdots g'_m \in B(m\varepsilon/M) $$
such that $|u_1 - \theta_a(\gamma_2'u_1 - u_0| < |u_0|/20$. 


For reasons that will be clear at the end of the proof, we now search
for an element $\gamma_3' \in B(L\varepsilon/M)$ such that $v_a(\gamma_3')$ approximates $u_1$ instead of
$u_0$, which is the objective in the lemma. By Lemma 32, we have elements
$\gamma_4, \gamma_5 \in G_1$ such that $u_1 = \pi_a([\gamma_4, \gamma_5])$. Using an argument very similar to the
one above, we can approximate $\gamma_4$ and $\gamma_5$ by elements in $B(m\varepsilon/M)$ (by taking
$m$ larger and $c$ smaller perhaps). Then we can find a vector $v_1$ and an element
$\gamma_3' \in B(4m\varepsilon/M)$ such that $v_a(\gamma_3') = v_1$, $|v_1 - u_1| < |u_0|/40$ and $\theta_a(\gamma_3') = 1$.

Now we make use of the set $X$ constructed in Lemma 30 to cancel the
rotation parts of $\gamma_3'$ and $\gamma_3'$ in the $V_{ss}$ component. Let $h_2, h_3 \in X$ be such that
$\theta_{ss}(h_2) = \theta_{ss}(\gamma_3')^{-1}$ and $\theta_{ss}(h_3) = \theta_{ss}(\gamma_3')^{-M}$. Then $h_2 \cdot \gamma_3'$ and $h_3 \cdot (\gamma_3')^M$ act
on $V_{ss} \oplus V_o$ by translation; hence $\gamma_1' := [h_3 \cdot (\gamma_3')^M, h_2 \gamma_3']$
acts trivially on $V_{ss}$ and $V_o$. On the other hand, an easy calculation shows that
$\pi_a(\gamma_1') = (M(v_1 - \theta_a(\gamma_2)v_1), 1)$
and
$$|v_1 - \theta_a(\gamma_2)v_1 - u_0| \leq |u_1 - \theta_a(\gamma_2)u_1 - u_0| + 2|u_0|/40 \leq |u_0|/10$$
and $\gamma_1' \in B((10m + 256)\varepsilon)$, which was to be proved. \hfill \Box

\textbf{Proof of Proposition 28.} Without any significant changes to the argument
in the proof of Proposition 7, we can deduce from Lemma 31 the estimate
\begin{equation}
\| \rho(\mu_1) \varphi \|_2 \leq 1 - c' \min\{r_{ss}^2, \log^{-3}(\| \varphi \|_{\text{Lip}} + 2)\}.
\end{equation}
We suppress the details but carry out a similar argument that proves
\begin{equation}
\| \rho(\mu_1) \varphi \|_2 \leq 1 - c' \min\{r_a^2, \log^{-3}(\| \varphi \|_{\text{Lip}} + 2)\}.
\end{equation}

There is a unit vector $u \in S^a$ such that
\begin{equation}
\int_{\xi_s \in S^s, \xi_o \in S^o, |\xi_o - u| < 1/10} |\varphi(r_s \xi_s, r_o \xi_o)|^2 d\xi_s d\xi_o > \varepsilon_0^2
\end{equation}
for a constant $\varepsilon_0$ that depends only on the dimension of $V_a$. Moreover, we
choose $u$ from a fixed finite sufficiently dense subset of $S^a$. If $r_a < 1$, let $M = \lceil 10r_a^{-1} \rceil$, and let $M = 1$ otherwise. If $r_a < 1$, then let $u_0 = u/20$, otherwiese let $u_0 = 5u/\lceil 10r_a \rceil$. Let $C_1$, $c$ and $L$ be the constants from Lemma 33
with this choice of $u_0$. (Note that the possible values for $u_0$ are in a finite set
that depends only on the dimension of $V_a$ and $R$.) Set $\varepsilon = \varepsilon_0/L$.

Assume to the contrary that $\mu_a^{(1)}(B(\varepsilon)) > 9/10$ and $\mu_a^{(2)}(B(\varepsilon/M)) > 1 - c$. Then we can apply Lemma 33. Let $v \in V_a$ and $\gamma_1'$ be as in the lemma.
Hence (51) follows:
\[
\varepsilon_0^2 = L^2 \varepsilon^2 \geq \|\rho(\gamma_1)\varphi - \varphi\|_2^2
\]
\[
\geq \int_{\xi_{ss} \in S^0, \xi_o \in S^0, |\xi_o - u| < 1/10} |1 - e(\langle Mv, r_o \xi_o \rangle)|^2 |\varphi(r_{ss} \xi_{ss}, r_o \xi_o)|^2 d\xi_{ss} d\xi_o.
\]

With the above definitions, $Mu_0$ and $Mv$ approximate $r_a^{-1}u/2$. Hence $e(\langle Mv, \xi_o \rangle)$ is close to $-1$; in particular, $|1 - e(\langle Mv, \xi_o \rangle)| > 1$ in the domain of integration. This is in contradiction to (52). (This somewhat vague discussion can be made precise by a straightforward calculation.)

Now there are two possibilities. Either $\mu_1(\epsilon) \leq 9/10$, which implies (51) as we have seen in the proof of Proposition 7, or else $\mu_1(\epsilon/M) \leq 1 - c$. If $\gamma_1^{-1} \cdot \gamma_2 \notin B(\epsilon/M)$, then
\[
\text{Re}(\langle \rho(\gamma_2)\varphi, \rho(\gamma_1)\varphi \rangle) = \text{Re}(\langle \rho(\gamma_1^{-1} \cdot \gamma_2)\varphi, \varphi \rangle) \leq 1 - \epsilon^2 / 2M^2.
\]
Hence (51) follows:
\[
\|\rho(\mu_1)\varphi\|_2^2 = \int \text{Re}(\langle \rho(\gamma_2)\varphi, \rho(\gamma_1)\varphi \rangle) d\mu_1(\gamma_1) d\mu_1(\gamma_2) \leq 1 - c\epsilon^2 / 2M^2.
\]
Note that $1/M \geq \min\{r_a, 1\}$.

If $p$ and $q$ are as in Lemma 29 and $L$ is the number $L$ from that lemma, then we can conclude from (50) and (51) that
\[
\| (\rho(\mu)^* \rho(\mu)) L' \varphi \|_2 = \| p\rho(\mu_1)\varphi + q\rho(\mu_2)\varphi \|_2
\leq 1 - p\epsilon \min\{r_{ss}^2 + r_a^2, \log^{-3}(\|\varphi\|_{\text{Lip}} + 2)\},
\]
which in turn implies the proposition. \hfill \Box

8.2. Estimates using continuity arguments. We continue to use the notation, $V_{ss}, V_a, V_o$, etc. introduced in the beginning of Section 8. Our goal is to prove the following estimate, which complements the results of the previous section.

**Proposition 34.** Assume that $\mu$ is nondegenerate and has finite moments of order $\alpha$ for some $\alpha \geq 2$, and let $R > 0$ be a number. Then there is a number $C$ depending on $\mu, x_0, R$ and $\alpha$ such that the following holds. Let $0 \leq r_{ss}, r_a \leq R$ be numbers, $l$ a positive integer and $0 \leq s, \delta \leq 1$ numbers such that $l > C \log(s^{-1})\delta^{-2}$, $s > r_{ss} + r_a$ and $C^{-1} \geq \delta \geq C(r_{ss} + r_a)$. Then
\[
r_{ss}^{1-\dim V_{ss}} r_a^{1-\dim V_a} \int_{\pi_{ss}(\xi) = r_{ss}, \pi_a(\xi) = r_a, \delta \leq |\pi_a(\xi)| \leq R} |\hat{\nu}_l(\xi)| d\xi
\leq C \log(s^{-1})^{1/2} s^\delta \dim V_o + C \log(s^{-1})^{1/2} s^\alpha \delta^{-1/2}.
\]
We indicate the approximate values of the parameters that we will set in the next section. We take \( s \approx (\log^{1/2} t) l^{-1/2} \) and \( \delta \approx l^{-\beta} \), where \( \beta \) is slightly smaller than \( 1/2 \).

To outline the idea of the proof, we temporarily assume that \( \theta_o(G) \) is trivial and \( \gamma_0 = 1 \). (We will reduce the problem to this situation by defining a measure \( \mu_1 \) similar to the one we had in the previous section.) We can restrict the action of \( G \) on Fourier space to sets of the form \( \{ \xi : |\pi_{ss}(\xi)| = r_{ss}, |\pi_a(\xi)| = r_a, \pi_a(\xi) = \xi_o \} \). This gives rise to a unitary representation

\[
\rho_{r_{ss},r_a,\xi_o}(\gamma)\varphi(\xi_{ss},\xi_a) = e(\langle r_{ss}\xi_{ss} + r_a\xi_a + \xi_o, v(\gamma) \rangle)\varphi(\theta_{ss}^{-1}(\gamma)\xi_{ss}, \theta_a^{-1}(\gamma)\xi_a)
\]

of \( G \) for each \( r_{ss},r_a \geq 0 \) and \( \xi_o \in V_o \) acting on the space \( L^2(S^{ss} \times S^a) \).

We will study the operators \( \rho_{r_{ss},r_a,\xi_o}(\mu) \) defined analogously to (49). We consider the finite-dimensional subspace \( P_{ss} \subset L^2(S^{ss} \times S^a) \), which we define as the restriction of polynomials of degree at most \( \alpha - 1 \) to \( S^{ss} \times S^a \). This space is invariant for \( \rho_{0,0,\xi_o}(\mu) \), and we will show that there are only finitely many “bad” points in the ball \( \{ \xi_o : |\xi_o| \leq R \} \) such that \( \|\rho_{0,0,\xi_o}(\mu)|_{P_{ss}} = 1 \). We will also understand the behavior of the function \( \|\rho_{0,0,\xi_o}(\mu)|_{P_{ss}} \) in small neighborhoods of those “bad” points. We then combine this with a continuity argument (essentially using that the above norm function is continuous and attains its extrema on compact sets) to obtain bounds for \( \|\rho_{0,0,\xi_o}(\mu)|_{P_{ss}} \) for \( \xi_o \) not too close to the “bad” points.

We also show that \( \rho_{r_{ss},r_a,\xi_o}(\mu) \) is a small perturbation of \( \rho_{0,0,\xi_o}(\mu) \) and the norm bounds are valid for the former operator as well. Then we show that we can approximate \( \tilde{\rho}_i \) by polynomials of degree \( \alpha - 1 \) in the \( \pi_{ss}(\xi) + \pi_a(\xi) \) coordinates, and using the norm bounds of \( \rho_{r_{ss},r_a,\xi_o}(\mu) \) iteratively, we get the desired bound on \( \tilde{\rho}_i \).

We need to give a separate argument in the neighborhood of “bad” points. The bounds in this case will be substantially weaker. We will show that the only “bad” point for \( \alpha = 0 \) is the origin, and we can do a similar argument as above.

We note that there are examples when “bad” points do occur. We recommend to the reader to analyze the instructive example mentioned earlier: when \( G \) is generated by a one-parameter family of skew rotations and all translations perpendicular to the axes.

Some of the above ideas are related to the arguments of Section 5 and hence motivated by Tutubalin’s paper [23].

We give a lemma similar to Lemma 29, which introduces the measure \( \mu_1 \) mentioned above.

**Lemma 35.** Let \( \mu \) be as in Proposition 34. Then we can write \( \bar{\mu}^{(L)} * \mu^{(L)} = p\mu_1 + q\mu_2 \), with \( 1 \geq p > 0 \), where \( \mu_1 \) and \( \mu_2 \) are probability measures on \( \text{Isom}(\mathbb{R}^d) \) and \( L \geq 1 \) is an integer depending on \( \mu \), \( R \) and \( x_0 \). In addition,
the set
\[(53) \{v_o(\gamma) : \gamma \in \text{supp} \mu_1, |v_o(\gamma)| < 1/(2R)\}\]
is not contained in a proper affine subspace of $V$. Furthermore, $\mu_1$ is symmetric, has finite moments of order $\alpha$, $1 \in \text{supp} \mu_1$ and the closure of the group generated by $\text{supp} \theta(\mu_1)$ is $K^\circ$.

Proof. The proof is very similar to that of Lemma 29. The main difference is that we use nondegeneracy instead of the Central Limit Theorem. We fix a sufficiently large integer $L$. We write
\[G^0 = \{\gamma \in G : \theta(\gamma) \in K^\circ\}.\]
Let $p = \bar{\mu}^*(L) * \mu^*(L)(G^0)$, and let $\mu_1$ be $1/p$ times the restriction of $\bar{\mu}^*(L) * \mu^*(L)$ to $G^0$. The only nontrivial property to check is that $(53)$ is not contained in a proper affine subspace if $L$ is sufficiently large.

Denote by $o$ the order of $K/K^\circ$. Fix an arbitrary $\gamma_0 \in \text{supp} \mu$, and let $x_0$ be the starting point of the random walk. We show that if $L$ is sufficiently large, then we can find a set
\[A \subset \{\pi_o(\gamma(x_0)) : \gamma \in \text{supp} \mu^*(L)\}\]
that approximates an $(o + 1) \times \cdots \times (o + 1)$ grid contained in a $1/(4R)$ neighborhood of $\pi_o(\gamma_0^L(x_0))$. The approximation can be arbitrarily good, and what we need below is that no proper affine subspace contains more than $|A|/(o+1)$ points of $A$.

To this end, we consider an $(o + 1) \times \cdots \times (o + 1)$ grid $A'$ contained in the $1/(4R)$ neighborhood of $\pi_o(x_0)$, and for each point $x \in A'$, let $D_x$ be the complement of a small open neighborhood of $x$. By nondegeneracy, we know that if $L$ is sufficiently large, then for any $x \in A'$, we have
\[\{\pi_o(\gamma(x_0)) : \gamma \in \text{supp} \mu^*(L)\} \not\subset \pi_o(\gamma_0^L)(D_x).\]
This implies the claim on the existence of the set $A$

By the pigeon hole principle, there is $\theta_1 \in K$ such that
\[B := \{\pi_o(\gamma(x_0)) : \gamma \in \text{supp} \mu^*(L), \theta(\gamma) \in \theta(\gamma_0)\theta_1 K^\circ \} \cap A\]
is not contained in a proper affine subspace. We choose an arbitrary element $\gamma_1 \in \text{supp} \mu^*(L)$ with $\theta(\gamma_1) \in \theta(\gamma_0)\theta_1 K^\circ$ and $\pi_o(\gamma_1(x_0)) \in B$. We observe that
\[\pi_o(\gamma_1^{-1})(B) \subset \{\pi_o(\gamma(x_0)) : \gamma \in \text{supp} \mu_1\}.\]
We also note that the set $\pi_o(\gamma_1^{-1})(B)$ contains $x_0$ by construction and its diameter is at most $1/(2R)$. Since $\pi_o(\gamma)$ is a translation for all $\gamma \in \text{supp} \mu_1$, we have $v_o(\gamma) = \pi_o(\gamma(x_0)) - x_0$ for those $\gamma$. Therefore $\pi_o(\gamma_1^{-1})(B) - x_0 \subset (53)$, which is not contained in a proper affine subspace. This finishes the proof. \qed
We start the program described above by giving a few lemmata on the properties of the operators $\rho_{r_{ss}, r_{a}, \xi_o}(\mu_1)$. Throughout the section, we assume that $\mu_1$ satisfies the properties stated in Lemma 35 and, in addition, that it satisfies (C). By changing the origin, $\hat{\mu}_1$ gets multiplied by a character, and this does not change the statement of Proposition 34. Hence the assumption (C) is justified by Lemma 4. We first show that $\rho_{r_{ss}, r_{a}, \xi_o}(\mu_1)$ is a small perturbation of $\rho_{0,0,\xi_o}(\mu_1)$.

**Lemma 36.** There is a constant $C$ depending only on $\mu_1$ such that

$$
\|\rho_{r_{ss}, r_{a}, \xi_o}(\mu_1) - \rho_{0,0,\xi_o}(\mu_1)\| < C(r_{ss} + r_a).
$$

**Proof.** Let $\varphi \in L^2(S^{ss} \times S^a)$. Then by Taylor’s theorem,

$$
\rho_{r_{ss}, r_{a}, \xi_o}(\mu_1)\varphi(\xi_{ss}, \xi_o) = \int (1 + O(r_{ss}|v_{ss}(\gamma)| + r_a|v_a(\gamma)|))e(\langle \xi_o, v_o(\gamma) \rangle) 
\cdot \varphi(\theta_{ss}(\gamma)^{-1}\xi_{ss}, \theta_{a}(\gamma)^{-1}\xi_o)d\mu_1(\gamma).
$$

Then

$$
\|\rho_{r_{ss}, r_{a}, \xi_o}(\mu_1)\varphi - \rho_{0,0,\xi_o}(\mu_1)\varphi\|_2 \leq C \int (r_{ss}|v_{ss}(\gamma)| + r_a|v_a(\gamma)|)\|\varphi\|_2d\mu_1(\gamma),
$$

which proves the claim. \hfill \Box

The next lemma is about the behavior of $\rho_{r_{ss}, r_{a}, \xi_o}(\mu_1)$ in a neighborhood of a “bad” point.

**Lemma 37.** There are constants $c$ and $C$ that depend only on $\mu_1$ and $R$ such that the following holds. Suppose that $\varphi \in L^2(S^{ss} \times S^a)$ and $|\xi_o| \leq R$ are such that $\rho_{0,0,\xi_o}(\mu_1)\varphi = \varphi$. Then

$$
\|\rho_{r_{ss}, r_{a}, \xi_o}(\mu_1)\varphi\|_2 < 1 - c|\xi_o - \xi_o'|^2 + C(r_{ss}^2 + r_a^2)
$$

for every $r_{ss}, r_a \geq 0$ and $\xi_o' \in V_o$ with $|\xi_o'| < R$.

**Proof.** Since $\rho_{0,0,\xi_o}(\mu_1)$ is an average of unitary operators, we must have $\rho_{0,0,\xi_o}(\gamma)\varphi = \varphi$ for all $\gamma \in \text{supp}(\mu_1)$. Then

$$
\rho_{r_{ss}, r_{a}, \xi_o}(\mu_1)\varphi = \int \rho_{r_{ss}, r_{a}, \xi_o}(\gamma)\rho_{0,0,\xi_o}(\gamma^{-1})\varphi d\mu_1(\gamma)
\begin{align*}
&= \varphi \cdot \int e(r_{ss}\langle \xi_{ss}, v_{ss}(\gamma) \rangle + r_a\langle \xi_{a}, v_a(\gamma) \rangle + \langle \xi_o' - \xi_o, v_o(\gamma) \rangle) d\mu_1(\gamma) \\
&= \varphi \cdot \int (1 - 2\pi ir_{ss}\langle \xi_{ss}, v_{ss}(\gamma) \rangle - 2\pi ir_a\langle \xi_{a}, v_a(\gamma) \rangle) \\
&\quad \cdot e(\langle \xi_o' - \xi_o, v_o(\gamma) \rangle) d\mu_1(\gamma) + O(r_a^2 + r_{ss}^2).
\end{align*}
$$

(54)
For every positive $c_0$, we can find $C'$ such that the following estimate holds for the linear term in (54):

$$
\left| \int (2\pi ir_{ss}(\xi, v_{ss}(\gamma)) + 2\pi ir_a(\xi, v_a(\gamma))\langle \xi, v(\gamma) \rangle) d\mu_1(\gamma) \right|
\leq \left| \int 2\pi ir_{ss}(\xi, v_{ss}(\gamma)) + 2\pi ir_a(\xi, v_a(\gamma)) d\mu_1(\gamma) \right| + C(r_{ss} + r_a)\|\xi' - \xi_0\|^2.
$$

For the second inequality, we used (C) to show that the first term vanishes, and we used the inequality between the geometric and arithmetic means to estimate the second term.

Consider the function

$$
\Phi(\xi) = \int e(\xi, v(\gamma)) d\mu_1(\gamma)
$$
on $V_0$. Note that $\Phi$ depends only on $\mu_1$. Combining (54) and (55) we get

$$
\|\rho_{r_{ss}, r_a, \xi_0}(\mu_1)\varphi\|_2 \leq \Phi(\xi_0' - \xi_0) \cdot \varphi + C'(r_{ss}^2 + r_a^2) + c_0\|\xi'_o - \xi_0\|^2.
$$

If $\Phi(\xi) = 1$ for some $\xi \neq 0$, then $\langle \xi, v_0(\gamma) \rangle$ is an integer for all $\gamma \in \text{supp}(\mu_1)$. This is impossible because it contradicts the property that $\Phi(\xi) \leq 1 - c_1\|\xi\|^2$ for some $c_1 > 0$ and $\|\xi\| < R$. These estimates prove the lemma if we set $c_0 < c_1$.

Let $X_\alpha \subset V_0$ be the set of those $\xi_0$ for which there is $\varphi \in \mathcal{P}_{\alpha-1}$ such that $\rho_{0,0,\xi_0}(\mu_1)\varphi = \varphi$. This is the set whose elements we called “bad” points above. We note that $\|\rho_{0,0,\xi_0}(\mu_1)\varphi\|_2 = \|\varphi\|_2$ implies $\rho_{0,0,\xi_0}(\mu_1)\varphi = \varphi$ since $1 \in \text{supp}\mu_1$. If $\rho_{0,0,\xi_0}(\mu_1)\varphi = \varphi$ and $\rho_{0,0,\xi_0}(\mu_1)\varphi' = \varphi'$ for $\xi_0 \neq \xi'_0$, then $\varphi$ and $\varphi'$ are both eigenfunctions of $\rho_{0,0,\xi_0}(\mu_1)$ with different eigenvalues; hence they are orthogonal. Indeed, $\rho_{0,0,\xi_0}(\mu_1)\varphi' = \varphi' \cdot \int e(\xi, v_0(\gamma)) d\mu_1(\gamma)$, as the previous proof shows. Since $\mathcal{P}_{\alpha-1}$ is finite dimensional, $X_\alpha$ is finite.

We now combine Lemma 37 with a continuity argument to obtain norm estimates for $\rho_{r_{ss}, r_a, \xi_0}$ on $\mathcal{P}_{\alpha-1}$.

**Lemma 38.** There are numbers $c, C > 0$ depending only on $\mu_1$, $R$ and $\alpha$ such that the following holds. Let $r_{ss}$, $r_a$ be numbers and $\xi_0 \in V_0$ such that $|\xi_0| \leq R$ and $\text{dist}(\xi_0, X_\alpha) > C(r_{ss} + r_a)$. Then

$$
\|\rho_{r_{ss}, r_a, \xi_0}(\mu_1)\varphi\|_2 \leq (1 - c\text{dist}(\xi_0, X_\alpha)^2)\|\varphi\|_2
$$

for any $\varphi \in \mathcal{P}_{\alpha-1}$.

**Proof.** We assume that $\|\varphi\|_2 = 1$. For each point $\xi'_0 \in X_\alpha$, we choose a compact set $D_{\xi'_0} \subset V_0$ such that their union cover the $R$-ball and $\xi'_0$ is the only
element of $X_\alpha$ in $D_{\xi'_o}$. Denote by $D_{\xi''_o}$ one of the regions that contain $\xi_o$. Write $W$ for the 1-eigenspace of $\rho_{0,0,\xi''_o}(\mu_1)$ in $P_{\alpha-1}$, and write $U$ for the orthogonal complement. Write $\pi_W$ and $\pi_U$ for the orthogonal projections respectively. Set $a = \|\pi_W \varphi\|_2$ and $b = \|\pi_U \varphi\|_2$.

Since $W$ and $U$ are invariant under $\rho_{0,0,\xi_o}(\mu_1)$, we have

$$\pi_U \rho_{0,0,\xi_o}(\mu_1) \pi_W \varphi = 0 = \pi_W \rho_{0,0,\xi_o}(\mu_1) \pi_U \varphi.$$ 

The function $\|\rho_{0,0,\xi_o} \mid_U\|$ is continuous in $D_{\xi''_o}$. Denote by $1 - c_1$ its maximum. Observe that $c_1 > 0$ and it depends only on $R$, $\alpha$, $\mu_1$ and $\xi''_o$, and that there are a finite number of possibilities for $\xi''_o$, so $c_1$ can be bounded below by a positive number depending only on $R$, $\alpha$, $\mu_1$. Then

$$\|\rho_{0,0,\xi_o}(\mu_1) \pi_U \varphi\|_2 < (1 - c_1)b.$$ 

Combining the above inequalities with Lemma 36, we get

\begin{align*}
(56) & \quad \|\pi_U \rho_{rss, r_a, \xi_o}(\mu_1) \pi_W \varphi\|_2 \leq C(r_{ss} + r_a)a, \\
(57) & \quad \|\pi_W \rho_{rss, r_a, \xi_o}(\mu_1) \pi_U \varphi\|_2 \leq C(r_{ss} + r_a)b, \\
(58) & \quad \|\pi_U \rho_{rss, r_a, \xi_o}(\mu_1) \pi_U \varphi\|_2 < (1 - c_1/2)b
\end{align*}

if $r_{ss}$ and $r_a$ are sufficiently small (depending on $c_1$).

We get

$$\|\pi_W \rho_{rss, r_a, \xi_o}(\mu_1) \pi_W \varphi\|_2 < (1 - c \text{ dist}(\xi_o, X_\alpha)^2)a$$

from Lemma 37.

Combining estimates (56–59) we can write

$$\|\rho_{rss, r_a, \xi_o}(\mu_1) \varphi\|_2^2 \leq \left[ (1 - c \text{ dist}(\xi_o, X_\alpha)^2)a + C(r_{ss} + r_a)b \right]^2$$

$$+ \left[ (1 - c_1/2)b + C(r_{ss} + r_a)a \right]^2$$

$$\leq (1 - c \text{ dist}(\xi_o, X_\alpha)^2)a^2 + (1 - c_1/2)b^2$$

$$+ 4C(r_{ss} + r_a)ab + C^2(r_{ss} + r_a)^2$$

$$\leq \left( 1 - \frac{c \text{ dist}(\xi_o, X_\alpha)^2}{2} \right) a^2 + \left( 1 - c_1/2 + \frac{C_2(r_{ss} + r_a)^2}{\text{ dist}(\xi_o, X_\alpha)^2} \right) b^2$$

$$+ C^2(r_{ss} + r_a)^2.$$ 

We used the inequality between the geometric and the arithmetic means in the last line. We can assume $10C_2(r_{ss} + r_a)^2 < c_1 \text{ dist}(\xi_o, X_\alpha)^2$, and the lemma follows. \[\square\]

The following lemma allows us to approximate $\tilde{\nu}_t$ by polynomials in the $\xi_{ss}$ and $\xi_o$ variables using Taylor expansion.

**Lemma 39.** Let $\mu$ be a probability measure on $\text{Isom}(\mathbb{R}^d)$ with finite moments of order $\alpha$, and suppose that there are no points but the origin that is
fixed by all $\theta(\gamma)$ for $\gamma \in \text{supp } \mu$. Then there is a constant $C$ depending on $\alpha$ and $\mu$ such that

$$\int |v(\gamma)|^\alpha d\mu^s(\gamma) \leq C l^{\alpha/2}. $$

**Proof.** Changing the origin changes the $\alpha$th order moments by an additive constant at most, so for the purposes of this proof, we can assume that $\mu$ satisfies (C) due to Lemma 4. Let $X_1, \ldots, X_l$ be independent random isometries with law $\mu$. Consider the sequence of random vectors

$$Y_l = v(X_1 \cdots X_l) = v(X_1) + \theta(X_1)v(X_2) + \cdots + \theta(X_1) \cdot \cdots \cdot \theta(X_l)v(X_l).$$

By (C), these form a martingale, and its conditional moments of order $\alpha$ are uniformly bounded. Thus the lemma follows from Burkholder’s inequality; see [8, Th. 3.2].

Note that if we apply the above lemma for the measures $\pi_{ss}(\mu)$ and $\pi_a(\mu)$, then we get

$$\int |v_{ss}(\gamma)|^\alpha + |v_a(\gamma)|^\alpha d\mu^s(\gamma) \leq C l^{\alpha/2}. $$

We denote by $Y_\alpha$ the largest subset of $X_\alpha$ invariant under $\theta_0(\text{supp } \mu)$, and we write $Z_\alpha = X_\alpha \setminus Y_\alpha$. Let $\delta$ be a number that satisfies the inequalities $C^{-1} \geq \delta \geq C(r_{ss} + r_a)$ as in Proposition 34, where $C$ is a number that may depend on $\mu$, $x_0$, $R$ and $\alpha$. We write

$$D_1 = \{ \xi : |\pi_{ss}(\xi)| = r_{ss}, |\pi_a(\xi)| = r_a, \text{dist}(\pi_0(\xi), Y_\alpha \setminus \{0\}) \leq \delta \},$$

$$D_2 = \{ \xi : |\pi_{ss}(\xi)| = r_{ss}, |\pi_a(\xi)| = r_a, \text{dist}(\pi_0(\xi), Y_\alpha) \geq \delta, |\pi_0(\xi)| \leq R \},$$

$$D_3 = \{ \xi : |\pi_{ss}(\xi)| = r_{ss}, |\pi_a(\xi)| = r_a, \text{dist}(\pi_0(\xi), X_\alpha) \geq \delta, |\pi_0(\xi)| \leq R \}.$$ 

Observe that $D_1 \cup D_2$ is the domain of integration in Proposition 34. We also note that $D_1$ and $D_2$ are invariant under $\theta(\text{supp } \mu)$, while $D_3$ is invariant under $\theta(\text{supp } \mu_1)$. These features will be important in what follows. We denote by $\| \cdot \|_{L^2(D_1)}$ the $L^2$ norm with respect to the natural volume measure on these manifolds normalized to have total mass 1. That is, we have $\|1\|_{L^2(D_1)} = 1$ by our convention.

We now estimate the Fourier transform of $\mu_1 \nu_l$ on $D_3$ using Lemma 38 and approximating $\nu_l$ by polynomials in $\pi_{ss}(\xi) \oplus \pi_a(\xi)$.

**Lemma 40.** There are numbers $c, C$ depending only on $\mu_1, x_0, R$ and $\alpha$ such that for any integer $l$, we either have

$$\left\| \int e(\langle v(\gamma) \rangle, \xi) \hat{\nu}(\theta(\gamma)^{-1} \xi) d\mu_1(\gamma) \right\|_{L^2(D_3)} \leq (1 - c\delta^2) \|\hat{\nu}\|_{L^2(D_3)}$$

or

$$\|\hat{\nu}\|_{L^2(D_3)} \leq C \delta^{-2}(r_{ss} + r_a)^{\alpha/2}.$$
\textbf{Proof.} Note that
\begin{equation}
\hat{\nu}(\xi) = \int e(\langle v(\gamma) + \theta(\gamma)x_0, \xi \rangle) \, d\mu^x(\gamma),
\end{equation}
where \(x_0\) is the starting point of the random walk. We fix a point \(\xi_0 \in V_0\) such that \(\text{dist}(\xi_0, X_\alpha) > \delta\). We take the Taylor expansion of (61) around \(\xi_0\). Using Lemma 39 and its corollary (60), we find a polynomial \(\varphi_{\xi_0} \in \mathcal{P}_{\alpha - 1}\) such that
\begin{equation}
|\hat{\nu}(\xi) - \varphi_{\xi_0}(\pi_{ss}(\xi)/r_{ss}, \pi_a(\xi)/r_a)| \leq C(r_{ss} + r_a)^{\alpha/2}
\end{equation}
for all \(\xi\) satisfying \(\pi_o(\xi) = \xi_0, \pi_{ss}(\xi) = r_{ss}\) and \(\pi_a(\xi) = r_a\).

By Lemma 38, we have
\begin{equation}
\|\rho_{r_{ss}, r_a, \xi_o}(\mu_1) \varphi_{\xi_0}\|_2 \leq (1 - c\delta^2)\|\varphi_{\xi_0}\|_2.
\end{equation}
We integrate (62) and (63) for \(\xi_0\):
\begin{align*}
\left\| \int e(\langle v(\gamma), \xi \rangle) \hat{\nu}(\theta(\gamma)^{-1}\xi) \, d\mu_1(\gamma) \right\|_{L^2(D_3)} &
\leq \left\| \int e(\langle v(\gamma), \xi \rangle) \varphi_{\pi_a(\xi)}(\theta_{ss}(\xi)/r_{ss}, \theta_{a}(\xi)/r_a) \, d\mu_1(\gamma) \right\|_{L^2(D_3)}
+ C(r_{ss} + r_a)^{\alpha/2} \leq (1 - c\delta^2)\|\hat{\nu}\|_{L^2(D_3)} + C(r_{ss} + r_a)^{\alpha/2}.
\end{align*}
This finishes the proof. \(\square\)

We give a similar estimate on \(D_1\). The argument is essentially the same, but for \(\alpha = 1\).

\textbf{Lemma 41.} There are numbers \(c, C\) depending only on \(\mu_1, x_0, R\) and \(\alpha\) such that for any integer \(l\), we either have
\begin{equation}
\left\| \int e(\langle v(\gamma), \xi \rangle) \hat{\nu}(\theta(\gamma)^{-1}\xi) \, d\mu_1(\gamma) \right\|_{L^2(D_1)} \leq (1 - c)\|\hat{\nu}\|_{L^2(D_1)}
\end{equation}
or
\begin{equation}
\|\hat{\nu}\|_{L^2(D_1)} \leq C(r_{ss} + r_a)^{l^{1/2}}.
\end{equation}

\textbf{Proof.} First we prove that \(X_1 = \{0\}\). Indeed, let \(\xi_0 \in X_1\). Then for every \(\gamma \in \text{supp} \, \mu_1\), we have \(\varphi = \rho_{0,0,\xi_0}(\gamma)\varphi\) for a constant function \(\varphi\). Hence \(e(\langle v_o(\gamma), \xi_0 \rangle) = 1\) for all such \(\gamma\). Since the set (53) is not contained in a proper affine subspace, this implies that \(\xi_0 = 0\), proving the claim.

We now fix a point \(\xi_o \in V_0\) such that \(\text{dist}(\xi_o, X_\alpha) \leq \delta\). Similarly to (62), we can find a constant function \(\varphi_{\xi_o}\) such that \(|\hat{\nu}(\xi) - \varphi_{\xi_o}| \leq C(r_{ss} + r_a)^{l^{1/2}}\) for all \(\xi\) satisfying \(\pi_o(\xi) = \xi_o, \pi_{ss}(\xi) = r_{ss}\) and \(\pi_a(\xi) = r_a\).

Note that there is a number \(c_1 > 0\) depending only on \(\mu_1, R\) and \(\alpha\) such that \(\text{dist}(\xi_o, X_1) = |\xi_o| > c_1\). Then by Lemma 38, we have
\begin{equation}
\|\rho_{r_{ss}, r_a, \xi_o}(\mu_1) \varphi_{\xi_o}\|_2 \leq (1 - c)\|\varphi_{\xi_o}\|_2.
\end{equation}
As in the proof of Lemma 40, we can deduce

\[
\left\| \int e((v(\gamma), \xi)) \tilde{\nu}_l(\theta(\gamma)^{-1}\xi)d\mu_1(\gamma) \right\|_{L^2(D_2)} \leq (1 - c)\|\tilde{\nu}_l\|_{L^2(D_1)} + C(r_{ss} + r_a)t^{1/2},
\]

which proves the claim.

We turn Lemma 40 into an estimate on \(\tilde{\nu}_{l+L}\), where \(L\) is the number from Lemma 35. We use a trick similar to (7). Notice that the estimate is useful only if a large proportion of the \(L^2\) mass of \(\tilde{\nu}_l\) is on \(D_3\).

**Lemma 42.** There are numbers \(c, C\) depending only on \(\mu, x_0, R\) and \(\alpha\) such that for any integer \(l\), we either have

\[
\|\tilde{\nu}_{l+L}\|_{L^2(D_2)} \leq \|\tilde{\nu}_l\|_{L^2(D_2)} - c\delta^2\|\tilde{\nu}_l\|_{L^2(D_3)}
\]

or

\[
\|\tilde{\nu}_l\|_{L^2(D_3)} \leq C\delta^{-2}(r_{ss} + r_a)^{\alpha/2}t^{1/2}.
\]

**Proof.** We suppose that the second alternative of the conclusion does not hold. Then it follows from Lemma 40 that

\[
\left\| \int e((v(\gamma), \xi)) \tilde{\nu}_l(\theta(\gamma)^{-1}\xi)d\mu_1(\gamma) \right\|_{L^2(D_2)} \leq \|\tilde{\nu}_l\|_{L^2(D_2)} - c\delta^2\|\tilde{\nu}_l\|_{L^2(D_1)}.
\]

We use here that both \(D_2\) and \(D_3\) are invariant under \(\theta(\text{supp } \mu_1)\) and their volumes are bounded by a constant multiple of each other.

Recall that \(\tilde{\mu}^{(L)} * \mu^{(L)} = p\mu_1 + q\mu_2\); hence

\[
\left\| \int e((v(\gamma), \xi)) \tilde{\nu}_l(\theta(\gamma)^{-1}\xi)d\mu^{(L)} \ast \mu^{(L)}(\gamma) \right\|_{L^2(D_2)} \leq \|\tilde{\nu}_l\|_{L^2(D_2)} - c\delta^2\|\tilde{\nu}_l\|_{L^2(D_3)}.
\]

We can write

\[
\|\nu_{l+L}\|_{L^2(D_2)}^2 = \int_{D_2} \left\| \int e((v(\gamma), \xi)) \tilde{\nu}_l(\theta(\gamma)^{-1}\xi)d\mu^{(L)}(\gamma) \right\|^2 d\xi
\]

\[
= \int_{D_2} \int_{D_2} e((v(\gamma_1, \xi))\tilde{\nu}_l(\theta(\gamma_1)^{-1}\xi)
\]

\[
\cdot e((v(\gamma_2), \xi))\tilde{\nu}_l(\theta(\gamma_2)^{-1}\xi)d\mu^{(L)}(\gamma_2)d\mu^{(L)}(\gamma_1)d\xi
\]

\[
= \int_{D_2} \int_{D_2} e((-\theta(\gamma_2)^{-1}v(\gamma_2) + \theta(\gamma_1)^{-1}v(\gamma_1), \xi))
\]

\[
\cdot \tilde{\nu}_l(\theta(\gamma_1)^{-1}v(\gamma_2)\xi)d\mu^{(L)}(\gamma_2)d\mu^{(L)}(\gamma_1)d\xi
\]

\[
= \int_{D_2} \int_{D_2} e((v(\gamma), \xi))\tilde{\nu}_l(\theta(\gamma)^{-1}\xi)d\mu^{(L)} \ast \mu^{(L)}(\gamma)\tilde{\nu}_l(\xi)d\xi
\]

\[
\leq \|\tilde{\nu}_l\|_{L^2(D_2)} \cdot \left\| \int e((v(\gamma), \xi))\tilde{\nu}_l(\theta(\gamma)^{-1}\xi)d\mu^{(L)} \ast \mu^{(L)}(\gamma) \right\|_{L^2(D_2)}
\]
which proves the lemma. We used the symbol $\mathcal{f}$ to denote integration with respect to the normalized volume measure of total mass $1$. 

The same proof using Lemma 41 instead of Lemma 40 gives the following.

**Lemma 43.** There are numbers $c, C$ depending only on $\mu, x_0, R$ and $\alpha$ such that for any integer $l$, we either have

$$\|\hat{\nu}_{l+k}\|_{L^2(D_2)} \leq (1 - c)\|\hat{\nu}_{l}\|_{L^2(D_2)}$$

or

$$\|\hat{\nu}_{l}\|_{L^2(D_2)} \leq C(r_{ss} + r_a) l^{1/2}.$$

Now we use rotations $\theta_\alpha(\gamma)$ for $\gamma \in \text{supp} \mu$ to move the $L^2$ mass away from $Z_\alpha$. This allows us to prove that there is a number $0 < k \leq |Z_\alpha|$ such that the $L^2$ mass of $\hat{\nu}_{l+k}$ on $D_2$ is not concentrated near the points in $Z_\alpha$, and we can upgrade Lemma 42 into the following lemma.

**Lemma 44.** There are numbers $c, C$ depending only on $\mu, x_0, R$ and $\alpha$ such that for any integer $l$, we either have

$$\|\hat{\nu}_{l+k}\|_{L^2(D_2)} \leq (1 - c\delta^2)\|\hat{\nu}_{l}\|_{L^2(D_2)}$$

or

$$\|\hat{\nu}_{l}\|_{L^2(D_2)} \leq C\delta^{-2}(r_{ss} + r_a) e^{l^\alpha/2}.$$

**Proof.** It is clear that $\|\hat{\nu}_{l}\|_{L^2(D_2)}$ decreases as $l$ grows, so it will be sufficient to prove the inequality for $\hat{\nu}_{l+k} + L$ for some $0 < k \leq |Z_\alpha|$.

We show that there is some $c > 0$ depending only on $R$, $\mu$ and $\alpha$ such that there is $0 < k \leq |Z_\alpha|$ such that

$$\|\hat{\nu}_{l+k}\|_{L^2(D_2)} \geq c\|\hat{\nu}_{l}\|_{L^2(D_2)} \quad \text{or} \quad \|\hat{\nu}_{l+k}\|_{L^2(D_2)} \leq (1 - c)\|\hat{\nu}_{l}\|_{L^2(D_2)}.$$

This combined with Lemma 42 finishes the proof.

Suppose that the first inequality in (65) does not hold for $k = 0$, say with $c = 1/2$. Then there is $\xi_o \in Z_\alpha$ such that

$$\|1_{\{\xi : |\pi_o(\xi) - \xi_o| \leq \delta\}}\hat{\nu}_l\|_{L^2(D_2)}^2 \geq \frac{\|\hat{\nu}_l\|_{L^2(D_2)}^2}{2|Z_\alpha|}.$$ 

Here $1_{\{\xi : |\pi_o(\xi) - \xi_o| \leq \delta\}}$ denotes the indicator function of the set $\{\xi : |\pi_o(\xi) - \xi_o| \leq \delta\}$. It is clear that there is some $c_0 > 0$ depending only on $\mu, R$ and $\alpha$ such that there is $k \leq |Z_\alpha|$ and $\gamma_0 \in \text{supp} (\mu^{\gamma(k)})$ with dist$(\theta_o(\gamma_0)^{-1}\xi_o, X_\alpha) > c_0$. We can assume that $\delta < c_0/10$. Hence there is a neighborhood of $\gamma_0$ in $\text{Isom}(\mathbb{R}^d)$,
which we denote by $U$, such that $\text{dist}(\theta_\alpha(\gamma)^{-1}\xi_0, X_\alpha) > 2\delta$ for each $\gamma \in U$. Thus for each $\gamma \in U$, we have

$$\|1_{\{(\xi, \text{dist}(\pi_0(\xi), X_\alpha) \leq \delta\}}(\xi)\partial_t(\theta(\gamma)^{-1}\xi)\|^2_{L^2(D_2)} \leq (1 - 1/(2|Z_\alpha|))\|\partial_t\|^2_{L^2(D_2)}.$$  

Recall that

$$\partial_{t+k}(\xi) = \int e(\langle \xi, v(\gamma) \rangle)\partial_t(\theta(\gamma)^{-1}\xi)d\mu^{s(k)}(\gamma).$$

Since $\mu^{s(k)}(U) \geq c_1 > 0$ for some number $c_1$ depending only on $\mu, R$ and $\alpha$, we have

$$\|1_{\{(\xi, \text{dist}(\pi_0(\xi), X_\alpha) \leq \delta\}}\partial_{t+k}\|^2_{L^2(D_2)} \leq (1 - c_1/(2|Z_\alpha|))\|\partial_t\|^2_{L^2(D_2)}.$$  

This implies (65) if the number $c$ there is sufficiently small. \hfill \Box

**Proof of Proposition 34.** We apply Lemma 43 iteratively for $l = 0, L, 2L, \ldots, [A\log s^{-1}]L$. If the first alternative of the lemma holds always, then we have $\|\partial_t[A\log s^{-1}]L\|_{L^2(D_1)} \leq s^{cA}$. In the opposite case, we get

$$\|\partial_t[A\log s^{-1}]L\|_{L^1(D_1)} \leq \|\partial_t[A\log s^{-1}]L\|_{L^2(D_1)} \leq C(r_{ss} + r_a)([A\log s^{-1}]L)^{1/2} \leq CA^{1/2}\log^{1/2}(s^{-1})s.$$  

If we choose $A$ sufficiently large depending on $R, \mu$ and $\alpha$, the last expression will be larger than $s^{A/c}$.

We also apply Lemma 44 iteratively for $l = 0, L + |Z_\alpha|, 2(L + |Z_\alpha|), \ldots, [A\delta^{-2}\log s^{-1}](L + |Z_\alpha|)$. If the first alternative of the lemma holds always, then we have $\|\partial_t[A\delta^{-2}\log s^{-1}](L + |Z_\alpha|)\|_{L^2(D_2)} \leq s^{cA}$. In the opposite case, we get

$$\|\partial_t[A\delta^{-2}\log s^{-1}](L + |Z_\alpha|)\|_{L^1(D_2)} \leq \|\partial_t[A\delta^{-2}\log s^{-1}](L + |Z_\alpha|)\|_{L^2(D_2)} \leq C\delta^{-2}(r_{ss} + r_a)^{\alpha}([A\delta^{-2}\log s^{-1}](L + |Z_\alpha|))^{\alpha/2} \leq CA^{\alpha/2}\delta^{-\alpha-2}\log^{\alpha/2}(s^{-1})s^\alpha.$$  

If we choose $A$ sufficiently large depending on $R, \mu$ and $\alpha$, the last expression will be larger than $s^{A/c}$. Summing the above two estimates and taking into account that $\text{Vol}(D_1) \leq C_{s}^{\text{dim} V_{ss} - 1}r_{ss}^{\text{dim} V_a - 1}\delta^{\text{dim} V_0}$ and $\text{Vol}(D_2) \leq C_{r_{ss}}^{\text{dim} V_{ss} - 1}r_{ss}^{\text{dim} V_a - 1}$, we get the claim. \hfill \Box

**8.3. Proof of the Local Limit Theorem.** Recall from the statement of the theorem that $X_1, X_2 \ldots$ are independent identically distributed random isometries. By the assumptions of the theorem, the common law of $X_i$ is nondegenerate and has finite moments of order $\alpha > d^2 + 3d$.

By Lemma 4 we can choose the origin in such a way that $v := \mathbb{E}[X_1(x_0) - x_0]$ is fixed by $K$. Now let $\gamma_v \in \text{Isom}(\mathbb{R}^d)$ be translation by $-v$. Consider the random isometries $X_1, \gamma_v$, and denote by $\mu$ their common law. Then $\mu$ also satisfies (C) besides nondegeneracy and the above moment condition, and clearly it is enough to prove the theorem for these modified random isometries.
We can approximate any compactly supported continuous function in $L^\infty$ norm by functions that have smooth (say $C^\infty$) and compactly supported Fourier transform. Therefore we consider an arbitrary function $f$ such that $\hat{f}$ is smooth and compactly supported, and we prove the conclusion of Theorem 2 for it. Then this will prove the theorem by approximation. Let $R > 0$ be a number such that the support of $\hat{f}$ is contained in the ball of radius $R$ around the origin.

We again write $\nu_l = \mu^{(l)} \cdot \delta_{x_0}$ and use Plancherel's formula

$$\int f(x) d\nu_l(x) = \int \hat{f}(\xi) \hat{\nu}_l(\xi) d\xi.$$ 

Let $\Delta$ be the quadratic form from Proposition 15. It is easily seen that

$$\lim_{l \to \infty} l^{d/2} \int \hat{f}(\xi) e^{-l\Delta(\xi, \xi)} d\xi = c \hat{f}(0),$$

where $c$ is a constant depending on $\Delta$. Since $\hat{f}(0) = \int f(x) dx$, it is enough to show that

$$\lim_{l \to \infty} l^{d/2} \int \hat{f}(\xi) (\hat{\nu}_l(\xi) - e^{-l\Delta(\xi, \xi)}) d\xi = 0.$$ 

The rest of the proof is devoted to estimating the above integral. We break it up into several regions. Let $\beta = l^{-\beta}$ with $\beta > d/(2d + 2)$ and also

$$\beta(\alpha + 2) - \frac{\alpha}{2} < -\frac{d}{2},$$

which is possible since $\alpha > d^2 + 3d$. (This will also be the $\delta$ that we set in Proposition 34.) The first region is defined as $\Omega_1 := \{\xi : |\xi| \leq \delta\}$. Proposition 15 implies that

$$r^{-d+1} \int_{|\xi| = r} |\hat{\nu}_l(\xi) - e^{-l\Delta(\xi, \xi)}|^2 d\xi \leq C r^2.$$ 

By the Cauchy-Schwartz inequality, we have

$$r^{-d+1} \int_{|\xi| = r} |\hat{\nu}_l(\xi) - e^{-l\Delta(\xi, \xi)}| d\xi \leq C r.$$ 

After integrating for $0 \leq r \leq \delta = l^{-\beta}$ and using $|\hat{f}(\xi)| \leq \|f\|_1$, we get

$$\left| \int_{\Omega_1} \hat{f}(\xi) (\hat{\nu}(\xi) - e^{-l\Delta(\xi, \xi)}) d\xi \right| \leq C \|f\|_1 l^{-\beta(d+1)}.$$ 

Since $\beta > d/(2d + 2)$, the right side is $o(l^{-d/2})$.

Recall the notation from the beginning of Section 8, where we decomposed $\mathbb{R}^d$ as an orthogonal sum $V_{ss} \oplus V_a \oplus V_o$. To simplify the notation, we write $\xi = (\xi_{ss}, \xi_a, \xi_o)$, where $\xi_i$ is the component of $\xi$ in the corresponding subspace $V_i$.

The second region we consider is

$$\Omega_2 := \{\xi = (\xi_{ss}, \xi_a, \xi_o) : |\xi_{ss}| + |\xi_a| > C_0 l^{-1/2} \log^{1/2} l, |\xi| < R\},$$
where \( C_0 \) is a suitable constant depending on \( \mu \). (This region has an overlap with the first one.) We integrate the bound in Proposition 27 for \( C_0 l^{-1/2} \log^{1/2} l < r_{sa} + r_a < R \) and 0 \( r_o \leq R \) and obtain

\[
\int_{\Omega_2} |\hat{\nu}(\xi)|^2 d\xi \leq C \text{Vol}(\Omega_2) e^{-c(C_0 l^{-1/2} \log^{1/2} l)^2 l} \leq C \text{Vol}(\Omega_2) l^{-(d+1)}
\]

if we take \( C_0 \) sufficiently large. The number \( d + 1 \) in the exponent is arbitrary. Using the Cauchy-Schwarz inequality as above and \(|f(\xi)| \leq \|f\|_1\), we get

\[
\left| \int_{\Omega_2} \hat{f}(\xi) (\hat{\nu}(\xi) - e^{-\Delta(\xi,\xi)}) d\xi \right| \leq C \text{Vol}(\Omega_2) \|f\|_1 l^{-(d+1)/2}.
\]

Note that \( e^{-\Delta(\xi,\xi)} \) is negligible in the region of integration. The right-hand side is again \( o(l^{-d/2}) \).

The third region we consider is given by the inequalities

\[
\Omega_3 = \{ \xi : |\xi_{ss}| + |\xi_a| < C_0 l^{-1/2} \log^{1/2} l, \delta < |\xi_o| < R \}.
\]

Note that \( C_0 l^{-1/2} \log^{1/2} l \) is much smaller than \( \delta \), so if \( \xi \notin \Omega_1 \), that is \( |\xi| > 2\delta \), then \( \xi \in \Omega_2 \cup \Omega_3 \). We use Proposition 34 with \( s = C_0 l^{-1/2} \log^{1/2} l \) and integrate the bound for \( 0 < r_{sa} + r_a < s \) and \( \delta \leq r_a \leq R \) and get

\[\int_{\Omega_3} |\hat{\nu}(\xi)| d\xi \leq C s^{\dim V_{ss} + \dim V_a} (\log^{1/2}(s^{-1}) s^\delta \dim V_a + \log^{\alpha/2}(s^{-1}) s^{\alpha \delta - 2}).\]

For the first term on the right, we write

\[C s^{\dim V_{ss} + \dim V_a} \log^{1/2}(s^{-1}) s^\delta \dim V_a = C l^{d/2}(1/2 - \beta) \dim V_a l^{-1/2} \log^{1+(\dim V_{ss} + \dim V_a)} l.\]

Since \( \beta > d/(2d + 2) \), we have \( \dim V_a (1/2 - \beta) < 1/2 \), so the right-hand side is \( o(l^{-d/2}) \). For the second term in (66), we write

\[C s^{\dim V_{sa} + \dim V_a} \log^{\alpha/2}(s^{-1}) s^\alpha \delta - 2 \leq C l^{-2(\dim V_{ss} + \dim V_a)/2} l^{\beta(\alpha + 2) - \alpha/2} \log^{\alpha + (\dim V_{ss} + \dim V_a)/2} l.\]

Since \( \beta(\alpha + 2) - \alpha/2 < -d/2 \), the right-hand side is again \( o(l^{-d/2}) \).

Using \( |\hat{f}(\xi)| \leq \|f\|_1 \) again, we get

\[
\left| \int_{\Omega_3} \hat{f}(\xi) (\hat{\nu}(\xi) - e^{-\Delta(\xi,\xi)}) d\xi \right| \leq o(l^{-d/2}) \|f\|_1.
\]

Combining the estimates for the three regions above, we get the theorem.
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