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Well-posedness for the motion

of an incompressible liquid
with free surface boundary

By HANS LINDBLAD*

Abstract

We study the motion of an incompressible perfect liquid body in vacuum.
This can be thought of as a model for the motion of the ocean or a star. The
free surface moves with the velocity of the liquid and the pressure vanishes on
the free surface. This leads to a free boundary problem for Euler’s equations,
where the regularity of the boundary enters to highest order. We prove local
existence in Sobolev spaces assuming a “physical condition”, related to the
fact that the pressure of a fluid has to be positive.

1. Introduction

We consider Euler’s equations describing the motion of a perfect incom-
pressible fluid in vacuum:

(1.1) (8¢ + V¥ 0)v; +9;p=0, j=1,....,n in D,

(1.2) divV=8,V*=0 in D

where 9; = /0" and D = Ug<i<t {t} x Dy, Dy C R™. Here VE= §Fiy; = v,
and we use the convention that repeated upper and lower indices are summed
over. V is the velocity vector field of the fluid, p is the pressure and D; is the
domain the fluid occupies at time t. We also require boundary conditions on
the free boundary 0D = U << {t} X 0Ds;

(1.3) p=0, on 0D,

(1.4) (0 + VFO)|op € T(OD).

Condition (1.3) says that the pressure p vanishes outside the domain and con-
dition (1.4) says that the boundary moves with the velocity V' of the fluid
particles at the boundary.

Given a domain Dy C R”, that is homeomorphic to the unit ball, and
initial data wvg, satisfying the constraint (1.2), we want to find a set D =
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Uo<t<t {t} X Dt, Dy C R™ and a vector field v solving (1.1)—(1.4) with initial
conditions

(1.5) {z; (0,z) € D} = Dy, and v=1vy, on {0} x Dy.

Let N be the exterior unit normal to the free surface 9D;. Christodoulou[C2]
conjectured that the initial value problem (1.1)—(1.5), is well-posed in Sobolev
spaces if

(1.6) Vvp<—c<0, on 9D, where Vi = N0,:.

Condition (1.6) is a natural physical condition since the pressure p has to
be positive in the interior of the fluid. It is essential for the well-posedness in
Sobolev spaces. A condition related to Rayleigh-Taylor instability in [BHL],
[W1] turns out to be equivalent to (1.6); see [W2]. With the divergence of

(1.1)
(1.7) —Ap = (0;VF)oR V7, in Dy, p=0, on OD;.

In the irrotational case, when curlv;; = 0;v; — 0jv; = 0, then Ap <0 so that
p >0 and (1.6) holds by the strong maximum principle. Furthermore Ebin
[E1] showed that the equations are ill-posed when (1.6) is not satisfied and
the pressure is negative and Ebin [E2] announced an existence result when one
adds surface tension to the boundary condition which has a regularizing effect
so that (1.6) is not needed.

The incompressible perfect fluid is to be thought of as an idealization
of a liquid. For small bodies like water drops surface tension should help
holding it together and for larger denser bodies like stars its own gravity should
play a role. Here we neglect the influence of such forces. Instead it is the
incompressibility condition that prevents the body from expanding and it is
the fact that the pressure is positive that prevents the body from breaking up
in the interior. Let us also point out that, from a physical point of view one
can alternatively think of the pressure as being a small positive constant on
the boundary instead of vanishing. What makes this problem difficult is that
the regularity of the boundary enters to highest order. Roughly speaking, the
velocity tells the boundary where to move and the boundary is the zero set of
the pressure that determines the acceleration.

In general it is possible to prove local existence for analytic data for the free
interface between two fluids. However, this type of problem might be subject
to instability in Sobolev norms, in particular Rayleigh-Taylor instability, which
occurs when a heavier fluid is on top of a lighter fluid. Condition (1.6) prevents
Rayleigh-Taylor instability from occurring. Indeed, if condition (1.6) is violated
Rayleigh-Taylor instability occurs in a linearized analysis.

Some existence results in Sobolev spaces were known in the irrotational
case, for the closely related water wave problem which describes the motion of
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the surface of the ocean under the influence of earth’s gravity. The gravitational
field can be considered as uniform and it reduces to our problem by going
to an accelerated frame. The domain D; is unbounded for the water wave
problem coinciding with a half-space in the case of still water. Nalimov [Na] and
Yosihara [Y] proved local existence in Sobolev spaces in two space dimensions
for initial conditions sufficiently close to still water. Beale, Hou and Lowengrab
[BHL] have given an argument to show that this problem is linearly well-posed
in a weak sense in Sobolev spaces, assuming a condition, which can be shown
to be equivalent to (1.6). The condition (1.6) prevents the Rayleigh-Taylor
instability from occurring when the water wave turns over. Finally Wu [W1],
[W2] proved local existence in the general irrotational case in two and three
dimensions for the water wave problem. The methods of proofs in these papers
use the facts that the vector field is irrotational to reduce to equations on the
boundary and they do not generalize to deal with the case of nonvanishing
curl.

We consider the general case of nonvanishing curl. With Christodoulou
[CL] we proved local a priori bounds in Sobolev spaces in the general case of
nonvanishing curl, assuming (1.6) holds initially. Usually if one has a priori
estimates, existence follows from similar estimates for some regularization or
iteration scheme for the equation, but the sharp estimates in [CL] use all the
symmetries of the equations and so only hold for perturbations of the equations
that preserve the symmetries. In [L1] we proved existence for the linearized
equations, but the estimates for the solution of the linearized equations lose
regularity compared to the solution we linearize around, and so existence for
the nonlinear problem does not follow directly. Here we use improvements of
the estimates in [L1] together with the Nash-Moser technique to show local
existence for the nonlinear problem in the smooth class:

THEOREM 1.1. Suppose that vy and 0Dy in (1.5) are smooth, Dy is dif-
feomorphic to the unit ball, and that (1.6) holds initially when t = 0. Then
there is a T > 0 such that (1.1)—(1.5) has a smooth solution for 0 <t < T,
and (1.6) holds with ¢y replaced by co/2 for 0 <t <T.

In [CL] we proved local energy bounds in Sobolev spaces. It now follows
from the bounds there that the solution remains smooth as long as it is C? and
the physical condition (1.6) holds. The existence for smooth data now implies
existence in the Sobolev spaces considered in [CL]. Moreover, the method here
also works for the compressible case [L2], [L3].

Let us now describe the main ideas and difficulties in the proof. In order
to construct an iteration scheme we must first introduce some parametrization
in which the moving domain becomes fixed. We express Euler’s equations in
this fixed domain. This is achieved by the Lagrangian coordinates given by
following the flow lines of the velocity vector field of the fluid particles.
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In [L1] we studied the linearized equations of Euler’s equations expressed
in Lagrangian coordinates. We proved that the linearized operator is invert-
ible at a solution of Euler’s equations. The linearized equations become an
evolution equation for what we call the normal operator, (2.17). The nor-
mal operator is unbounded and not elliptic but it is symmetric and positive
on divergence-free vector fields if (1.6) holds. This leads to energy bounds;
existence for the linearized equations follows from a delicate regularization
argument. The solution of the linearized equations however loses regularity
compared to the solution we linearize around so that existence for the non-
linear problem does not follow directly from an inverse function theorem in a
Banach space, but we must use the Nash-Moser technique.

We first define a nonlinear functional whose zero will be a solution of
FEuler’s equations expressed in the Lagrangian coordinates. Instead of defining
our map by the left-hand sides of (1.1) and (1.2) expressed in the Lagrangian
coordinates, we let our map be given by the left-hand side of (1.1) and we
let pressure be implicitly defined by (1.7) satisfying the boundary condition
(1.3). This is because one has to make sure that the pressure vanishes on
the boundary at each step of an iteration or else the linearized operator is ill-
posed. One can see this by looking at the irrotational case where one gets an
evolution equation on the boundary. If the pressure vanishes on the boundary
then one has an evolution equation for a positive elliptic operator but if it
does not vanish on the boundary there will also be some tangential derivative,
no matter how small the coefficients they come with, the equation will have
exponentially growing Fourier modes.

In order to use the Nash-Moser technique one has to be able to invert
the linearized operator in a neighborhood of a solution of Euler’s equations or
at least do so up to a quadratic error [Ha]. In this paper we generalize the
existence in [L1] so that the linearized operator is invertible in a neighborhood
of a solution of Euler’s equations and outside the class of divergence-free vector
fields. This does present a difficulty because the normal operator, introduced
in [L1], is only symmetric on divergence-free vector fields and in general it loses
regularity. Overcoming this difficulty requires two new observations. The first
is that, also for the linearized equations, there is an identity for the curl that
gives a bound that is better than expected. The second is that one can bound
any first order derivative of a vector field by the curl, the divergence and the
normal operator times one over the constant ¢y in (1.6). Although the normal
operator is not elliptic on general vector fields it is elliptic on irrotational
divergence-free vector fields and in general one can invert it if one also has
bounds for the curl and the divergence.

The methods here and in [CL] are on a technical level very different but
there are philosophical similarities. First we fix the boundary by introducing
Lagrangian coordinates. Secondly, we take the geometry of the boundary into
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account: here, in terms of the normal operator and Lie derivatives with respect
to tangential vector fields and in [CL], in terms of the second fundamental
form of the boundary and tangential components of the tensor of higher order
derivatives. Thirdly, we use interior estimates to pick up the curl and the
divergence. Lastly, we get rid of a difficult term, the highest order derivative
of the pressure, by projecting. Here we use the orthogonal projection onto
divergence-free vector fields whereas in [CL] we used the local projection of a
tensor onto the tangent space of the boundary.

The paper is organized as follows. In Section 2 we reformulate the problem
in the Lagrangian coordinates and give the nonlinear functional of which a
solution of Euler’s equation is a zero, and we derive the linearized equations
in this formulation. In Section 2 we also give an outline of the proof and state
the main steps to be proved. The main part of the paper, Sections 3 to 13 are
devoted to proving existence and tame energy estimates for the inverse of the
linearized operator. Once this is proven, the remaining Sections 14 to 18 are
devoted to setting up the Nash-Moser theorem we are using.

2. Lagrangian coordinates and the linearized operator

Let us first introduce the Lagrangian coordinates in which the bound-
ary becomes fixed. By a scaling we may assume that Dy has the volume of
the unit ball €2 and since we assumed that Dy is diffeomorphic to the unit
ball we can, by a theorem in [DM], find a volume-preserving diffeomorphism
fo:Q — Dy, ie. det (0fy/0y) = 1. Assume that v(t,x), p(t,x), (t,z) € D are
given satisfying the boundary conditions (1.3)—(1.4). The Lagrangian coordi-
nates = z(t,y) = fi(y) are given by solving

YD) _vaaty), #0.9)= o), veD

Then f; : Q@ — Dy is a volume-preserving diffeomorphism, if divV = 0, and
the boundary becomes fixed in the new y coordinates. Let us introduce the

(2.1)

material derivative:
0 0 0

(2.2) Dy = — = — vE_—.

Bt y=constant 8t r=constant 8:c
The partial derivatives 9; = 9/0z° can then be expressed in terms of partial
derivatives 0, = 0/0y® in the Lagrangian coordinates. We will use letters
a,b,c, ..., ftodenote partial differentiation in the Lagrangian coordinates and
i,7,k,... to denote partial differentiation in the Eulerian frame.

In these coordinates Euler’s equation (1.1) become

(2.3) Dix; + 0;p = 0, (t,y) €[0,T] x Q,

where now z; = x;(t,y) and p = p(t,y) are functions on [0,7] x Q, D, is just
the partial derivative with respect to ¢ and 9; = (9y®/0z")0,, where 9, is



114 HANS LINDBLAD

differentiation with respect to y®. Now, (1.7) becomes

(2.4) Ap + (@-V’C)@kvi =0, p‘(‘m: 0, where Vi = D,a'.
Here

- - a 8901 8xj
(2.5) Ap = ; O*p = k10, (/{g babp) where gq = 6ij8—g/‘18—yb’

and ¢ is the inverse of the metric g, and x = det (9x/dy) = /detg. The
initial conditions (1.5) becomes

(2.6) x‘t:o = fo, Dtm‘t:o = 1p.
Christodoulou’s physical condition (1.6) becomes
(2.7) Vvp<—c<0, on 09, where Vi = N0,:.

This is needed in the proof for the normal operator (2.17) to be positive which
leads to energy bounds. In addition to (2.7) we also need to assume a coordi-
nate condition having to do with the facts that we are looking for a solution in
the Lagrangian coordinates and we are starting by composing with a particular
diffeomorphism. The coordinate conditions are

n

(2.8) 0z /0y|* + |0y 0z <, Y (19"] + |gasl) < ned,
a,b=1
where [0 /9y|* = 37—, (92’ /Oy™)?. This is needed for (2.5) to be invertible.

We note that the second condition in (2.8) follows from the first and the first
follows from the second with a larger constant. We remark that this condition is
fulfilled initially since we are composing with a diffeomorphism. Furthermore,
for a solution of Euler’s equations, divV = 0, so the volume form & is preserved
and hence an upper bound for the metric also implies a lower bound for the
eigenvalues; an upper bound for the inverse of the metric follows. However, in
the iteration, we will go outside the divergence-free class and hence we must
make sure that both (2.7) and (2.8) hold at each step of the iteration. We will
prove the following theorem:

THEOREM 2.1. Suppose that initial data (2.6) are smooth, vy satisfy the
constraint (1.2), and that (2.7) and (2.8) hold when t = 0. Then there is T > 0
such that (2.3), (2.4) have a solution z,p € C*([0,T] x Q). Furthermore, (2.7),
(2.8) hold, for 0 <t < T, with cy replaced by co/2 and c1 replaced by 2c; .

Theorem 1.1 follows from Theorem 2.1. In fact, the assumption that Dy is
diffeomorphic to the unit ball, together with the fact that one then can find a
volume-preserving diffeomorphism guarantees that (2.8) holds initially. Once
we obtain a solution to (2.3)—(2.4), we can hence follow the flow lines of V'
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in (2.1). This defines a diffeomorphism of [0,7] x € to D, and so we obtain
smoothness of V' as a function of (¢, ) from the smoothness as a function of
(t,y).

In this section we first define a nonlinear functional whose zero is a solution
of Euler’s equations, (2.9)-(2.13). Then we derive the linearized operator in
Lemma 2.2. The existence will follow from the Nash-Moser inverse function
theorem, once we prove that the linearized operator is invertible and so-called
tame estimates exist for the inverse stated in Theorem 2.3. Proving that the
linearized operator is invertible away from a solution of Euler’s equations and
outside the divergence-free class is the main difficulty of the paper. This is
because the normal operator (2.17) is only symmetric and positive within the
divergence-free class and in general it looses regularity. In order to prove
that the linearized operator is invertible and estimates exist for its inverse we
introduce a modification (2.31) of the linearized operator that preserves the
divergence-free condition, and first prove that the modification is invertible and
estimates for its inverse, stated in Theorem 2.4. The difference between the
linearized operator and the modification is lower order and the estimates for
the inverse of the modified linearized operator lead to existence and estimates
also for the inverse of the linearized operator.

Proving the estimates for the inverse of the modified linearized operator,
stated in Theorem 2.4, takes up most of the paper, Sections 3 to 13. In this
section we also derive certain identities for the curl and the divergence; see
(2.29), (2.30), needed for the proof of Theorem 2.4. Here we also transform
the vector field to the Lagrangian frame and express the operators and iden-
tities there; see Lemma 2.5. The estimates in Theorem 2.4 will be derived in
the Lagrangian frame since commutators of the normal operator with certain
differential operators are better behaved in this frame.

In Section 3, we introduce the orthogonal projection onto divergence-free
vector fields and decompose the modified linearized equation into a divergence-
free part and an equation for the divergence. This is needed to prove Theo-
rem 2.4 because the normal operator is only symmetric on divergence-free
vector fields and in general loses regularity. However, we have a better equa-
tion for the divergence which will allow us to obtain the same space regularity
for the divergence as for the vector field itself.

In Section 4 we introduce the tangential vector fields and Lie derivatives
and calculate commutators between these and the operators that occur in the
modified linearized equation, in particular the normal operator. In Section 5
we show that any derivative of a vector field can be estimated by derivatives of
the curl and of the divergence, and tangential derivatives or tangential deriva-
tives of the normal operator. Section 6 introduces the L° norms that we will
use and states the interpolation inequalities that we will use. In Sections 7
and 8 we give the tame L?co and L* estimates for the Dirichlet problem.
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In Section 9 we give the equations and estimates for the curl to be used. In
Section 10 we show existence for the modified linearized equations in the diver-
gence class. In Section 11 we give the improved estimates for the inverse of the
modified linearized operator within the divergence-free class. These are needed
in Section 12 to prove existence and estimates for the inverse of the modified
linearized operator. Finally in Section 13 we use this to prove existence and
estimates for the inverse of the linearized operator.

In Section 14 we explain what is needed to ensure that the physical and
coordinate conditions (2.7) and (2.8) continue to hold. In Section 15 we sum-
marize the tame estimates for the inverse of the linearized operator in the
formulation used with the Nash-Moser theorem. In Section 16 we derive the
tame estimates for the second variational derivative. In Section 17 we give
the smoothing operators needed for the proof of the Nash-Moser theorem on
a bounded domain. Finally, in Section 18 we state and prove the Nash-Moser
theorem in the form that we will use.

Let us now define the nonlinear map, needed to find a solution of Euler’s
equations. Let

(2.9) ®; = ®;(2z) = D?x; + O;p, where 9; = (0y®/02")0a;

p = ¥(z) is given by solving

(2.10) Ap = —(;VF) oV, p‘aﬂ =0, where V = Dx.
A solution to Euler’s equations is given by

(2.11) ®(x) =0, for 0<t<T, x‘t:o = fo, th‘t:o = 9.

We will find 7' > 0 and a smooth function z satisfying (2.11) using the Nash-
Moser iteration scheme.

First we turn (2.11) into a problem with vanishing initial data and a small
inhomogeneous term using a trick from [Ha| as follows. It is easy to construct
a formal power series solution xg as t — O:

(212)  Dfd(z0)|,_,=0, k>0, m|,_y=fo. Dizol,_, = vo.

In fact, the equation (2.10) for the pressure p only depends on one time deriva-
tive of the coordinate x so that commuting through time derivatives in (2.10)
gives a Dirichlet problem for DFp depending only on Dz, for m < k 4 1 and
D{p, for £ < k — 1. Similarly commuting through time derivatives in Euler’s
equation, (2.11), gives D? ¥z in terms of D"z, for m < k, and D{ p, for £ < k.
We can hence construct a formal power series solution in ¢t at ¢ = 0 and by a
standard trick we can find a smooth function xy having this as its power series;
see Section 10. We will now solve for u in

(2.13) ®(u) = P(u+ z0) — ®(x0) = F5 — Fy = f, u}t:O = Diu 0

t=0
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where Fj is constructed as follows. Let Fy = ®(x¢) and let Fs(t,y) =
Fo(t — d,y), when t > § and Fj(t,y) = 0, when ¢t < §. Then Fs is smooth
and f5 = Fs — Fp tends to 0 in C'°° when § — 0. Furthermore, f5 vanishes to
infinite order as ¢t — 0. Now, ®(0) = 0 and so it will follow from the Nash-
Moser inverse function theorem that ®(u) = fs5 has a smooth solution w if § is
sufficiently small. Then x = u + ¢ satisfies (2.11) for 0 <t < 4.

In order to solve (2.11) or (2.13) we must show that the linearized operator
is invertible. Let us therefore first calculate the linearized equations. Let § be
the Lagrangian variation, i.e. derivative with respect to some parameter » when
(t,y) are fixed. We have:

LEMMA 2.2. Let T = T(r,t,y) be a smooth function of (r,t,y) € K =
[—e,e] %[0, T xQ, € > 0, such that E‘T‘ZO = x. Then ®(T) is a smooth function

of (r,t,y) € K, such that 8@(5)/0r‘r:0 = ®'(x)dx, where dx = 8@/87“’7:0 and

the linear map Lo = ®'(z) is given by

(2.14) @' (x)0x; = D26x; + (0p0ip)dz” + 9;0po + 0 (6p1 — &rk@kp),
where p satisfies (2.10) and 0p;, i = 0,1, are given by solving

(2.15) A(6p1 — dx*9gp) =0, p1 0 =0,
(2.16) Abpy = —2(0V")0; (VF — 529, V), 0] = 0,
where 0v = Didx. Here, the normal operator

(2.17) Adz; = —0;(Op 62" — dp1)

restricted to divergence-free vector fields is symmetric and positive, in the inner
product (u,w) = th §Yu;wj dx, if the physical condition (2.7) holds.

Proof. That ®(T) is a smooth function follows from the fact that the
solution of (2.10) is a smooth function if T is; see Section 16. Let us now
calculate ®'(z). Since [0,0/0y%] = 0 it follows that

oy®
oxt
where we used the formula for the derivative of the inverse of a matrix §4~! =
—~A"Y(0A)A™L. Tt follows that [§—02'0;,0;] = 0 (6 —62'9; is the Eulerian
variation). Hence
(2.19)  6®; — 62*0,®; = D}dx; — (0 Dixi)dx" + 8;(0p — 6x™0p),
where
(2.20) A (6p — da*op) = (6 — d2* o) Ap

=—2(0xV")0;(6V* = s2'oVF),  op|,,=0.

) O _ (96510,

(2.18) 16,8 = (5 By

The symmetry and positivity of A were proven in [L1]; see also Section 3 here.
O
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In order to use the Nash-Moser iteration scheme to obtain a solution of
(2.13) we must show that the linearized operator is invertible and that the
inverse satisfies tame estimates:

THEOREM 2.3. Let

(2.21) o = sup [lu(t, Moo + - + |1 DFult, )la,00
0<t<T

where ||u(t,)|la.co are the Holder norms in €; see (17.1).

Suppose that (2.7) and (2.8) hold initially, where p is given by (2.10), and
let xq EC’OO([O, T) xﬁ) satisfy (2.12). Then there is a Ty=T(x¢) >0, depending
only on upper bounds for |||zol||4,2, cal and ¢y, such that the following hold. If
z € C™([0,T] x Q), p is defined by (2.10),

(2.22)
T<Ty lle-wolliz<l, and (z—20)|,_y=Di(@ o),y =0,

then (2.7) and (2.8) hold for 0 <t <T with cy replaced by co/2 and c1 replaced
by 2cy. Furthermore, linearized equations

(2.23) @' (z)dx = 69, in [0,T] x Q, 6x|,_, = Didx|,_, =0,

where 6® € C*([0,T] x Q) have a solution 6z € C*([0,T] x Q). The solution
satisfies the estimate

(2.24)
I16zllla2 < Ca(ll6®(latre+20 + 1[6® |10 Il = zolllatro+62), @ >0

where Cq = Cy(x0) is bounded when a is bounded, and in fact depends only on
upper bounds for |||zo||latror6.2, ¢g ' and c1. Here ro = [n/2] + 1, where n is
the number of space dimensions.

Furthermore ® is twice differentiable and the second derivative satisfies
the estimate

(2.25)
112" () (0, ex)|la,0 < Ca(!\|5wllla+4,1H!6mH

21 + [l[0z][|2,1[|ex|l|ata1

2,1>.

The proof of Theorem 2.1 follows from Theorem 2.3 and Proposition 18.1.
In Theorem 2.3 we use norms that only have two time derivatives and our Nash-

[0z |21 [||ex|

+ Iz = zolllatan

Moser theorem, Proposition 18.1, gives a solution of (2.13)
u € C?([0,T],C*>(2)). However, additional regularity in time follows from dif-
ferentiating the equations with respect to time. In fact, if z € C*([0,T], C>(2))
then Dz = —0;p € CF1([0,T],C>()), since (2.10) only depends on
one time derivative of x; see the proof of Lemma 6.7. It follows that x €
CHL([0,T],C>(Q)).
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Theorem 2.3 follows from Lemma 14.1, Proposition 15.1 and Proposi-
tion 16.1. The main point is existence for (2.23) and the tame estimate (2.24)
given in Proposition 15.1. We will now discuss how to prove existence and es-
timates for the linearized equations. The terms (9y0;p)dx* and 9;dpg in (2.14)
are order zero in dx and D:dx. The last term is a positive symmetric operator
but only on divergence-free vector fields and in general it is an unbounded
operator that loses regularity. In general dx is not going to be divergence-free
but we will derive evolution equations for the divergence and the curl of dzx,
that gain regularity. These evolution equations come from the fact that the
divergence and the curl of the velocity v are conserved, expressed in the La-
grangian coordinates for a solution of Euler’s equation, ®(z) = 0. In fact, since
[Dy, 0;] = —(0;V*)0y, it follows from (2.9) that

(2.26) D;divV =div®, Lp, curlv = curl @

where curl v;; = 0;v;—0jv; and Lp, is the space-time Lie derivative with respect
to Dt = (1 ,V)Z

(2.27) »CDtUij =Dy o + (8,~V’)olj + (8le)ail

restricted to the space components. Expressing the two form o in the La-
grangian frame we see that this is just the time derivative:

(2.28) Dy (aiaiaij) = agaiﬁptaij, where a! = 9z'/dy®.

We have the following evolution equations for the divergence and the curl
of the linearized operator

(2.29) div (@' (z)dz) = D} divéz + (9302%)8, ",
(2.30) curl (®'(z)dz) = Lp, curl (Dy oz — (5ack<%k)
+(9;62%)0;®), — (9;62%)0;®y.
In fact, since [0,0;] = —(0;02%)0) and [Dy, 8] = —(9;V*)0y it follows that

§div Dyx = Dydivdz so that by (2.26) D7 divéz = §div® and (2.29) follows.
To prove (2.30) we note that [0, a’ald;] = [6,a}da] = (6a])ds = (8p627)d, =
atal (9x027)9; so that
(2.31) (5(@2@% curlv;;) :aiag(curlévij + (8;02%) Dy, — (8i5xk)8kvk)

=ala curl (v — §2,OVF),;

where curl (0v — Sx,OVF);; = 0;(6v; — 62%djvx) — 9;(6v; — dxz*d;vx) and (2.30)
follows since by (2.26)—(2.28)

(2.32) Lp, curl (6v — §2,0VF) = curl (6& — 52,00%).

In [L1] we proved existence and estimates for the inverse of the linearized
operator at a solution of Euler’s equation and within the divergence-free class.



120 HANS LINDBLAD

We only inverted ®'(z)dz = §® when 0P was divergence-free and ®(z) = 0,
in which case by (2.29) dx is also divergence-free. In order to use the Nash-
Moser iteration scheme we will show that the linearized operator is invertible
away from a solution of Euler’s equation and outside the divergence-free class.
This does present a problem since the normal operator is only symmetric on
divergence-free vector fields. So for general vector fields we lose a derivative.
In order to recover this loss we will use the fact that one has better evolution
equations for the divergence and for the curl that do not lose regularity. Now,
(2.29), (2.30), say that we can get bounds for the divergence and the curl of
Dy éz if we have bounds for all first order derivatives of dz. In fact (2.29), (2.30)
can be integrated even without knowing a bound for first order derivatives of
Dt ox.

We will now first modify the linearized operator so as to remove the term
(0;62%)0,®" in (2.29) without making (2.30) worse. Without this term, (2.29)
will give us an evolution equation that allows us to control the divergence.
This together with the fact that the normal operator (2.17) is symmetric and
positive on divergence-free vector fields will give us existence for the inverse of
the modified linearized operator. The modified linearized operator is given by

(2.33) L1z’ =d'(x)02" — 6280, D' + 62 div ®
= D?5x' — (0 D}x")0x* + 0;(5p1 — d2*0xp) + 62" div® + 9;po.

It follows from (2.29) that
(2.34) div(L16z) = D} divoz + div® divéz.

The operator Ly reduces to the linearized operator Ly = ®'(z) when ®(z) =0
and the difference L; — Lo is lower order. Furthermore, L; preserves the
divergence-free condition. We will first prove existence for the inverse of the
modified linearized operator and the existence of the inverse of the linearized
operator follows since the difference is lower order. The main part of the
typescript is devoted to proving the following existence and energy estimates:

THEOREM 2.4. Suppose that x is smooth and that the physical condition
(2.7) and the coordinate condition (2.8) hold for 0 <t <T. Then

(2.35) Lz = 6D, 0<t<T, 6z|,_, = Dy dx|,_, =0

has a smooth solution éx if 6P is smooth.

Furthermore, there are constants Ky, depending only on upper bounds for
T, ¢y, 1, 7 and |||z]||42 such that the following estimates hold. If divé® = 0
then divdx = 0 and

t
(2.36)  [|Deoxlr + [loz] < K4/ (@[l + [ll2lllr+s1/l6®]0) dr, > 0.
0
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If divo® = 0, curléd® = 0 and 6(1)’15:0 =0 then
(2.37) ||Dféz|ly + | Dedz ||y + |6l + collozra
< Ky /Ot (I Dd®ly + (|62l + [[lz]|r+32(1Ded@llo + [0@]l0)) d, > 0.

In general
t

(2:38) | Didl, 1+ 3al < Ko [ (100], + lllrsaalo@) dr. =1
0

Here |||z|||rx is as in Theorem 2.3 and

@30 Joel = Jaute )l = 3 ( [ 10gssteay)

laf<r

The proof of the existence for (2.23) and the tame estimate (2.24) for the
inverse of the linearized operator in Theorem 2.3 follows from Theorem 2.4.
In fact, since the difference (L — ®'(x))dz = O(dx) is lower order, the esti-
mate (2.38) will then allow us to get existence and the same estimate also for
the inverse of the linearized operator (2.23), by iteration. In (2.38) we only
have estimates for a one time derivative, but we also get estimates for an ad-
ditional time derivative from using the equation. The L? estimates for (2.23)
so obtained then give the L™ estimates (2.24) by also using Sobolev’s lemma.

The proof of Theorem 2.4 takes up most of the manuscript. The proof of
(2.36) uses the symmetry and positivity of the normal operator (2.17) within
the divergence-free class. This leads to energy estimates within the divergence-
free class. The proof of (2.37) is obtained by first differentiating the equation
with respect to time and then by using the fact that a bound for two time
derivatives also gives a bound for the normal operator (2.17) using the equation.
The normal operator is not elliptic acting on general vector fields. However, it
is elliptic acting on divergence and curl free vector fields and in general one can
invert it and gain a space derivative if one also has bounds for the curl and the
divergence; see Lemma 5.4. Here we also need to use the improved estimate
for the curl coming from (2.30). To prove (2.38) we first subtract from a vector
field picking up the divergence. The equation for the divergence from (2.34):

(2.40) D? divéx + div® divz = divid

is just an ordinary differential equation that does not lose regularity and in fact
the estimates for (2.40) gain an extra time derivative compared to the estimate
(2.36). Once we control the divergence we use the orthogonal projection onto
divergence-free vector fields to obtain an equation for the divergence-free part
by projecting the equation (2.35); see Section 3. The equation so obtained is
of the form (2.35) with divd® = 0 and d® depending also on the divergence
divdx just calculated. The interaction term coming from the divergence part
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loses a space derivative but it is in the form of a gradient so that we can recover
this loss by using the gain of a space derivative in (2.37).

In order to prove the energy estimates needed to prove Theorem 2.4 one
has to express the vector fields in the Lagrangian frame; see (2.43). Theo-
rem 2.4, expressed in the Lagrangian frame, follows from Theorem 10.1, The-
orem 11.1 and Theorem 12.1. Below, we will express equation (2.35) in the
Lagrangian frame and in Section 3 we outline the main ideas of how to decom-
pose the equation into a divergence-free part and an equation for the diver-
gence using the orthogonal projection onto divergence-free vector fields. We
also show the basic energy estimate within the divergence-free class.

As described above we now want to invert the modified linearized operator
(2.35) by decomposing it into an operator on the divergence-free part and the
ordinary differential equation (2.40) for the divergence. Hence we first want to
be able to invert L in the divergence-free class. The normal operator A, the
third term on the second row in (2.33), maps divergence-free vector fields onto
divergence-free vector fields. We also want to modify the time derivative by
adding a lower order term so it preserves the divergence-free condition. Let the
Lie derivative and modified Lie derivative with respect to the time derivative
acting on vector fields be defined by

(2.41)
Lp, 06" = Do’ — (9,VH)oa*  and  Lp,da’ = Lp,6z" +divV 6z’

As before, Lp, is the space time Lie derivative restricted to the space compo-
nents. Then

(2.42) divﬁDtcSa: =Dy, divéz, where D; = D, +div V;

ie., Dif = Dof + (divV) f.
This is easier to see if we express the vector field in the Lagrangian frame.
Let

_ oy
- Ot

ozt

(2.43) we

Then,

(244)  Dyéx' =Dy (WP0x'/oy’) = (DW?)dx' /0y + WPV /9y®
= (D,W?)0z" /0y’ + 62* 9, V'

and multiplying by the inverse dy®/0z’ gives

oy®

o'

With k = det (0x/dy),

(2.45) DW*® = Lp,éx" and DiW® = gil Lp,dz'.

(2.46) W= DW® = DWW+ (divV)W* = 1Dy (kW?)
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since Dy k = kdivV; see [L1]. Since the divergence is invariant,

(2.47) divéz = divW = 19, (kW?),
it therefore follows that
(2.48) div D;W = D, divW.

The idea is now to replace the time derivatives D; in (2.33) by EADt or
equivalently express L in the Lagrangian frame and use the modified time
derivatives D;. Expressing the operator L in the Lagrangian frame we get:

LEMMA 2.5. Let W = D,W and W = D?W. Then (2.35) can be written
as LYW = F, where W is given by (2.43), F* = §®'0y*/0x" and

(2.49) LW =W+ AW® — B(W,W)*, B(W,W)®* = ByW*® + B;W¢.
Here

(2.50)
Jap AW? = —c%((@cp)Wc — ql), divAW =0
(2.51)

9arBoW" = 6 (Digac = Wae — 6Gac) W — g, div BoW= — ¢° div W/
(2.52)

9 BIW" = —(Digac — Wae — 26 Gac) W — 0ago, divBiW=26divIV,
where q;, for i = 1,2,3, are given by solving the Dirichlet problem qi|{m =0
where Agq; are given by the equations for the divergences above, o = Ink,
6 =Dio=divV, 5 = Do and

0zt 0z’ 0zt 0z’
(2.53) Dy gap = O—yCLO—yb (aﬂij—F @vi), Wah = 8—ya<9—yb (a@"()j — 8jv2-) .
Now,
(2.54) div(LyW) = D divW + 5 div V.
Let LiW, = gapL1W?, g = G W and Wy = w, — (Wap + Ggap)WP. Then
(2.55) curl (LiW) = Dy curlw + curl ByW
(2.56) curl (LyW) = Dy curli + curl BsW + curl BgW

where ByWo = (Diwap + 69ap) WP, BsWy = —(wap + 69ap)W? and BgW, =
_d(Dt Gab — Wab — égab)Wb'
Furthermore Ly = ®'(x) expressed in the Lagrangian frame is given by
(2.57)
LoW® = LiW* — BsW¢, where BsW = —WV,. 0% + Wdiv®,

where V. is covariant differentiation with respect to the metric gq and ®* =

D9y )0zt i.e., V.0 = (0x'/0y°)(Oy* 0z )0; D .
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Proof. Differentiating (2.44) once more gives
(2.58) D26x' — (8, D, V*)oxk = (D2W)dx! /ay® + 2(D, W)V /oyb.
It follows that

(2.59)
oxt , i e gy Ozt Oz o p O O -
9y (Dféa’ — (9pDV*)02") = 9y abetW +2(DW )_ayb _ayaa’”f

= 9 D}W + (D4 gap — wap) DW?.
Then, from (2.33),
(2.60)
9ab LW = gy DIW?® = 04 ((0cp) W€ = q) + (Digac — Wac) DWW + 5 gap W
= Di(gap DW? — way W) — 04 ((0cp)W* — q) + Dywapy W + G.gap W

where ¢ = &p is chosen so that the divergence is equal to div L1 W = D2 divW +
divW DydivV in order for it to be consistent with (2.34). We have D? =

A

(D +divV)(Dy +divV) = D} 4+ 25Dy + 6%+ G = D? + 26D, + & — 62 so that
(2.61) D}=D? 25Dy +6> -6, D;y=D;—5.

Hence, with W = D;W and W = D?W, we can write the equation (2.60) as
(2.62) LiW® = W* — g0, ((0ep)W* — 1) — B(W, W)

where ¢ is chosen so that the divergence of the second term on the right
vanishes and

(263) gabBb(VVy W) = _(Dtgac — Wace — ngac) we
+(0' (Dtgac — Wae — é-gac) W€ — 0aq0-

Here qq is chosen as follows so that divL;W = D?divW —div B = D?div W +
divW . But D?divW = D?divW + 26D, divW + (6 — 62) divIW so we must
have div B = 26D, divI¥V — ¢2divIW. Hence qq is chosen so that this is fulfilled
and (2.49) follows by writing gy = g2 + ¢3. Now, (2.54) follows from (2.34) or
(2.49) and then from (2.49) we write L; in the two alternative forms:
(264) gabLlwb = Dt (gabWb - (w(zb + égab)Wb) - 8a((acp)Wc - Q1)

+(thab + &gab)Wb + 3aQ0;
(2'65) gabLIWb =Dy (gabwb) - aa((acp)WC - Cﬂ)

_(wab + é'gab)(wb - aWb) - thgabWb + aa,qO-
(2.55) and (2.56) follow from these. Finally, we also want to express Ly = ®'(x)
is these coordinates. In order to do this we must transform the term 62*9,® in
(2.33) to the Lagrangian frame. If ®¢ = ®!9y®/0x!, then (62%0, %)y /0’ =
WV, %, where V, is covariant differentiation; see e.g. [CL], and then (2.57)
follows. O
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3. The projection onto divergence-free vector fields
and the normal operator

Let us now also define the projection P onto divergence-free vector fields
by

(3.1) PU® = U — ¢®dypy, Apy =divU,  pyl,, =0.

(Here Aq = £7'09,(kg™dyq).) P is the orthogonal projection in the inner
product

(3.2) (U, W) = /Q 9 U W Pkdy

and its operator norm is one:

(3.3) IPW] < [WIl,  where [[W] = (W, W)

For a function f that vanishes on the boundary define AyW* = g™ A W,
where

(34)  AWe==0.((0NH)W—=q), A((O/)W—q) =0, q|,, =0,
i.e. AyW is the projection of —g“bab((ﬁc f)WC) This is defined for general

vector fields but it is only symmetric in the divergence-free class. Next,

35)  (UAW) :/ na U0, f)WdS, if divD = diviV =0,
o0

where n is the unit conormal. If f‘ag = 0 then —Gcf‘aﬂ = (=Vnfn. It
follows that Ay is a symmetric operator on divergence-free vector fields, and
in particular, the normal operator in (2.50)

(3.6) A=A,
is positive since we assumed that —Vyp > ¢ > 0 on the boundary. Now,
(3.7) (U, AyW)| < |V f/Vvpll Lo (U, AU (W, AW) 2,

if divU =diviW =0.
Since the projection has norm one it follows from (3.4) that
(3.8) JASWI < 16l @I 4 01| e s |9V

Note also that A acting on divergence-free vector fields by (3.5) depends only
on VNf‘aﬂ; ie., Af = Ay if VNﬂaﬂ = VNf‘aﬂ. We can therefore replace f
by the Taylor expansion of order one in the distance to the boundary in polar
coordinates multiplied by a smooth function that is one close to the boundary
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and vanishes close to the origin. It follows that

(39) AW <C Y VNS S0 W]
Ses
+OIVN fl L=y (IOW T+ W), i divIV =0,

where S is a set of vector fields that span the tangent space of 9€2; see Section 4.

In order to prove existence for the linearized equations we (in [L1]) re-
placed the normal operator A by a smoothed out bounded operator that still
has the same positive properties as A and commutators with Lie derivatives,
and which also has vanishing divergence and curl away from the boundary.
This makes it possible to pass to the limit and obtain existence for the lin-
earized equations. The smoothed out normal operator is defined as follows.
Let p = p(d) be a smoothed out version of the distance function to the bound-
ary d(y) = dist(y,0) = 1 — |y| in the standard Euclidean metric d;;dy’dy’
in the y coordinates, p’ > 0, p(d) = d, when d < 1/4 and p(d) = 1/2 when
d > 3/4. Then we can alternatively express Ay as

(3.10)
AfWa = —6a((f/p)<acP)Wc - q)? A((f/p)(@cp)Wc o q) =0, q‘aﬂ =0

Let x(p) be a smooth function such that x’ > 0, x(p) = 0 when p < 1/4, x(p)
= 1 when p > 3/4. Since Ay is unbounded we now define an approximation
that is a bounded operator: A‘;‘}W“ = gabéchb, where

(3.11) A5Wo = —x0a((f/)(0ep)W€) + Dug,
Aq =k 0a(9"kx06((F/0)(Pep)WC)), 4|y =0,

where x:(p) = x(p/e). We have
(3.12) (U, A5W) = / (f/P)X-(0ap) U (Bep)WE kdy, if divU = divIV =0,
Q

from which it follows that A‘;} is also symmetric. And in particular A® = AJ is
positive since we assumed that p > 0, at least close to the boundary. Now,

(3.13) (U, AFW)| < |1 /pll e o, (U, ATU) VAW, AW) 12,
if divU =divW =0,
where Q. = {y € Q;d(y,00) < €}. Tt also follows from (3.12) that another
expression for Aic is
(3.14) A3Wa = (£/p)X2(9ap) (0cp)W* = Dag,
Ag = £"10a (kg™ (f/p)XL(0sp) (D)W ), q|,50=0,
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acting on divergence-free vector fields. Furthermore, by (3.12),

(3.15)

k
IDEAW |, < C Y IDJW iy, where  [Wr = D 105W ()l 2 (0.

j=0 la|<r

Let us also define the projected multiplication operators Mg with a two
form (8 by
(3.16) MW, = P(BasW?).
Since the projection has norm one it follows that
(3.17) [MaW | < [|B]]oo|[[WI]-
Furthermore we define the operator taking vector fields to one forms by
(3.18) GWa = M, W, = P(gasW").

Then G acting on divergence-free vector fields is just the identity I.

Let L, be the modified linearized operator in (2.49) and let W = D,W =
DW + (divV)W = k' Dy(kW), W = D?W. We want to prove existence of a
solution W to

(319) LW =W + AW — ByW — B{W = F, W‘t:OZW‘t:OZO

for general vector fields F' that are not necessarily divergence-free. To do this
we first subtract off a vector field W; that picks up the divergence and then
solve (3.19) in the divergence-free class. Let us decompose a vector field into
a divergence-free part and a gradient using the orthogonal projection:

(3.20) W =Wy + Wh, Wo = PW, Wi = gababQL =0.

QI‘aQ
Then if g, = Dtgab, where Dy = D; — o, we have 0, Dy q1 = Dt(galeb) =
G Wt + gasWT and 8.DFq1 = GapW? + 29asW7 + gapW?, where gop = D7 gap-
Hence

(3.21) Wit = g™ Diar — 29" g Wi — g™ Goc W

Since D?qy ! 5o = 0 and the projection of a gradient of a function that vanishes
on the boundary vanishes,

(3.22)

PWi{ = Bo(W1,W1)®,  where Ba(W1, W1)* = —P (29" gu. Wi + g™ G W5).
Since div W, = 0 it follows that div W, = div W, = 0 and hence by Lemma 2.5

(3.23) PLWy=L1Wy = Wo + AWy — B1W0 — BoWy
(3.24) PL Wi =AW, — ByyW; — B Wi
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where
(3.25) BiW*=PBiW*+ 2P (g™ g1,.W°),
By W*=PBoW*+ P(g®§.W°).
Hence projection of (3.19) gives
(3.26) LiWy = —PL\W + PF = —AW; + B11W; + ByyW; + PF.
Here, by (2.54)

(3.27) Wi =g%0q,  Da=9¢,  qy =0
where
(3.28) Dip+6¢=divF.

By (3.23), (3.24) we also have

(3.29) (I — P)LiWy=0
(3.30) (I — P)LyWy=W; — By(Wy, W) — (I — P)BoW + (I — P)B,W1.

Summing up, we have proved:

LEMMA 3.1. Suppose that W satisfies LiW = F. Let Wy = PW, W =
(I —-P)W,Fy=PF and Fy = (I — P)F. Then

(331) LiWy=Fy, — AW7 + B11W1 + By Wy
(3.32) W11 = Fy + Boy(W1,Wh) + (I — P)ByW, + (I — P)B,W;

where By1 and Byy are given by (3.25), Bs is given by (3.22) and By, B are
as in (2.51), (2.52). Furthermore

(3.33) D? divWWy 4 6 diviVy = div F.

We now find a solution of (3.19) by first solving the ordinary differential
equation (3.28) and then solving the Dirichlet problem for ¢; and defining W,
by (3.27). Finally we solve (3.26) for Wy within the divergence-free class. This
gives existence of solutions for (3.19) for general vector fields F' once we can
solve them for divergence-free vector fields. However, we also need estimates
for (3.19) that do not lose regularity going from F to W in order to show
existence also for the linearized equations (2.57):

(3.34) LoW = LW — BsW =F,  W|_,=W|,_, =0,

by iteration. It seems as if there is a loss of regularity in the term —AW; in
(3.26). However, curl AW; = 0 and there is an improved estimate, for (3.19)
when divF = 0 and curl F' = 0, obtained by differentiating with respect to
time and using the fact that an estimate for two time derivatives also gives an
estimate for the operator A through the equation (3.19). We can estimate any
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first order derivative of a vector field in terms of the curl, the divergence and
the normal operator A and there is an identity for the curl.

Let us now also derive the basic energy estimate which will be used to
prove existence and estimates for (3.19) within the divergence-free class:

(3.35) W+ AW =H, W|,_o=W|_,=0 divH =0,

where A is the normal operator or the smoothed version. For any symmetric
operator B we have

(3.36) %(W, BW) = %/ kW2BW, dy = 2(W, BW) + (W, BW)
Q

where W = k' Dy(kW) and B is the time derivative of the operator B con-
sidered as an operator from the divergence-free vector fields to the one forms
corresponding to divergence-free vector fields:

(3.37) BW* = P(g"(D.BW, — BW})), BWj, = goe BW;

see Section 4. The projection comes up here since we take the inner product
with a divergence-free vector field in (3.37). Let the lowest order energy Fy =
E(W) be defined by

(3.38) E(W) = (W, W)+ (W,(A+ DHW).

Since (W, W) = (W, GW), where G is the projection onto divergence-free vec-
tor fields given by (3.18), it follows that

(3.39) Eo = 2(W, W + (A+ )W) + (W,GW) + (W, (A + G)W).
In particular it follows from (3.4) or (3.10), respectively (3.16) and (3.18), that
(3.40) Af = Ay, G = M;, where f=rDy(k71f) and § = kDi(kg).

In fact the time derivate of an operator, as defined by (3.37), commutes with
the projection since D;0,q = 0,D¢q, where Dy q!ag =0 if q|aQ = 0, and the
projection of the gradient of functions that vanishes on the boundary vanishes.

It therefore follows from (3.7) or (3.12) and (3.17) that
(341) (W, AW)| < [I/plloc(W, AW), (W, GW)] < [|g]loc (W, W).

The last two terms in (3.38) are hence bounded by a constant times the energy
so it follows that

(3.42) Bol < VEo (21 H| +eVEo),  c=[5/plloo + llglloo + 2

from which a bound for the lowest order energy follows.

Similarly, we get higher order energy estimates for vector fields that are
tangential at the boundary; see Section 10. Once we have these estimates we
use the fact that any derivative of a vector field can be bounded by tangential
derivatives and derivatives of the divergence and the curl; see Section 5. The
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divergence vanishes and we can get estimates for the curl as follows. Let
Wy = gabWb, Wg = gabWb and W, = gabWb. Then Diyw, = gabwb + w, and
Dy = gabwb + W, where Gab = Dtgab = HDt(Hgab)' Since

(3.43) W+ AW =H, H=ByW+BW+F
where curl AW = 0,
(3.44) | Dycurlw| + |Dycurli| < C(|oW| + W] + [0W| + |[W| + | curl F]).

Note that the estimate for the curl is actually very strong. The higher order
operator A vanishes so that there is no loss of regularity anymore and fur-
thermore the estimate is point wise. This crude estimate suffices for the most
part. However, there is an additional cancellation, whereas one would not need
to assume estimate for || in the right-hand side of (3.41). The improved
estimate is for w, replaced by W, = W, — wap WP, where wap, = vy — Opvq. It
follows from Lemma 2.5 that

(3.45) |Dycurlw| + |Dycurlw| < C(|curlw| + [OW |+ |[W| + | curl F]),
|curl(@ — w)| < C (W] + |oW]).

4. The tangential vector fields, Lie derivatives and commutators

Following [L1], we now construct the tangential vector fields that are time
independent expressed in the Lagrangian coordinates, i.e. that commute with
D;. This means that in the Lagrangian coordinates they are of the form
S%(y)0/0y®. Furthermore, they will satisty,

(4.1) 0,5° = 0.

Since 2 is the unit ball in R™ the vector fields can be explicitly given. The
vector fields

(4.2) y9/dy® — 9/ 0y"

corresponding to rotations, span the tangent space of the boundary and are
divergence-free in the interior. Furthermore they span the tangent space of
the level sets of the distance function from the boundary in the Lagrangian
coordinates:

(4.3) d(y) = dist (y,00) =1 — |y|

away from the origin y # 0. We will denote this set of vector fields by &g We
also construct a set of divergence-free vector fields that span the full tangent
space at distance d(y) > dy and that are compactly supported in the interior
at a fixed distance dp/2 from the boundary. The basic one is

(4.4) hy?, .y (f(yl)g’(y2)3/8y1 — f’(yl)g(y2)3/8y2>,
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which satisfies (4.1). Furthermore we can choose f, g, h such that it is equal
to 0/0y" when |y'| < 1/4, for i = 1,...,n and so that it is 0 when |y| > 1/2
for some i. In fact let f and g be smooth functions such that f(s) = 1
when |s| < 1/4 and f(s) = 0 when |s| > 1/2 and ¢'(s) = 1 when |s| < 1/4
and g(s) = 0 when [s| > 1/2. Finally let h(y?,...,y") = f(¥*)... f(y").
By scaling, translation and rotation of these vector fields we can obviously
construct a finite set of vector fields that span the tangent space when d > d
and are compactly supported in the set where d > dy/2. We will denote this
set, of vector fields by S1. Let § = SpUS; denote the family of tangential space
vector fields and let 7 = S U {D;} denote the family of space time tangential
vector fields.
Let the radial vector field be

(4.5) R =y“0/0y".
Now,
(4.6) OR=n

is not 0 but for our purposes it suffices that it is constant. Let R = S U {R}.
Note that R spans the full tangent space of the space everywhere. Let U =
SU{R}U{D,} denote the family of all vector fields. Note also that the radial
vector field commutes with the rotations;

(4.7) [R,S]=0, SeS.

Furthermore, the commutators of two vector fields in Sy is just £+ another
vector field in Sy. Therefore, for i = 0,1, let R; = S; U{R}, 7; = S; U{D;}
and lel == Sl U {R} U {Dt}

Let us now introduce the Lie derivative of the vector field W with respect
to the vector field T

(4.8) LW =TW* — (9. T*)W*.

We will only deal with Lie derivatives with respect to the vector fields T" con-
structed above. For those vector fields T" we have

(4.9) [Dy, T, and [Dy, L1] = 0.
The Lie derivative of a one form is defined by
(4.10) Lrag =Tag + (0,17°) ..

The Lie derivative also commutes with exterior differentiation, [Lr,d] = 0 so
that

(4.11) L10.,q = 0, Tq
if ¢ is a function. The Lie derivative of a two form is given by

(4.12) L:Tﬂab = Tﬂab + (8aTC)5cb + (ach)Bac-
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Furthermore if w is a one form and curlwg, = dwg, = Juwy — Opw, then since
the Lie derivative commutes with exterior differentiation:

(4.13) L curlwg, = curl Lrwgp.
We will also use the fact that the Lie derivative satisfies Leibniz’s rule, e.g.

(4.14)
LT(acWC) = (LTO‘C)WC + acﬁTWCa ET(ﬁacWC) = (LTBaC)WC + ﬁacLTWC-

Furthermore, we will also treat D; as if it were a Lie derivative and set
(4.15) Lp, = Dy.

Now of course this is not a space Lie derivative. It can however be interpreted
as a space time Lie derivative restricted to the space components. It satisfies
the same properties (4.9)—(4.14) as the other Lie derivatives we are considering.
The reason we want to call it Lp, is simply that we will apply products of Lie
derivatives and D; and since they behave in exactly the same way it is more
efficient to have one notation for them.

The modification of the Lie derivative

(4.16) LoW = LW + (divD)W,
preserves the divergence-free condition:
(4.17) divLyW = UdivW,  where Uf=Uf+ (divU)f,

if f is a function. Note that (4.16) is invariant and (4.17) holds for any vector
field U. However, since we are considering Lie derivatives only with respect
to the vector fields constructed above and only expressed in the Lagrangian
coordinates it is simpler to use the modification

(4.18)  LyW =k~ 'Ly(kW) = LyW + (Uo)W,  where o =Ink.

Due to (4.1), divS = £~ 10,(kS%) = So, if S is any of the tangential vector
fields and divR = Ro + n, if R is the radial vector field. For any of our
tangential vector fields it follows that

(4.19) divLyW =UdivW,  where Uf=Uf+ (Uo)f = s U(kf).

This has several advantages. The commutators satisfy [[ZU, ﬁT] = EA[U,T}, since
this is true for the usual Lie derivative. Furthermore, this definition is consis-
tent with our previous definition of D;.

However, when we apply this to one-forms we want to use the regular
definition of the Lie derivative. Also, when applying this to two-forms, most
of the time we use the regular definition: However, when applied to two forms
it turns out to be sometimes convenient to use the opposite modification:

(4.20) Ly Bab = L1Bab — (U)Bap-
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We will most of the time apply the Lie derivative to products of the form
Qg = 5abWb:

(4.21) L7 (BasW?) = (LrBap)W° + BapLrW

since the usual Lie derivative satisfies Leibniz’s rule. Using the modified Lie
derivative we indicated in [L2] how to extend the existence theorem in [L1]
to the case when k is no longer constant, i.e. Dio = divV # 0. This will be
carried out in more detail here.

Let U = {U;}M, be some labeling of our family of vector fields. We will
also use multi-indices I = (iy,...,i,) of length |[I| = r. Let U = U;, ... U;,
and E{, = Ly,, ... Ly, , where Ly is the Lie derivative. Similarly let UIf =
Ui, ...Us, f = kU (sf) and ﬁIUW = ﬁUil ...ﬁUiTW = k1L, (kW), where
Ly is the modified Lie derivative. Sometimes we will also write EIU, where
U e Sy or I €8y, meaning that U;, € Sp for all of the indices in 1.

We will now calculate the commutator between Lie derivatives and the
operator defined in Section 3, i.e. the normal operator and the projected mul-
tiplication operators. It is easier to calculate the commutator with Lie deriva-
tives of these operators considered as operators with values in the one-forms.
The one-form w corresponding to the vector fields W is given by lowering the
indices

(4.22) we =W, = gayW°.

For an operator B on vector fields we denote the corresponding operator with
values in the one-forms by B. These are related by

(4.23) BW, = gu,BW?, BW% =g¢%*B,.

Most operators that we consider will map onto the divergence-free vector fields
and so we will project the result afterwards to stay in this class. Furthermore,
in order to preserve the divergence-free condition we will use the modified Lie
derivative. If the modified Lie derivative is applied to a divergence-free vector
field then the result is divergence-free and so projecting after commuting does
not change the result. As pointed out above, for our operators it is easier to
commute Lie derivatives with the corresponding operators from the divergence-
free vector fields to the one forms. Let By be defined by

(4.24) BrW® = P(g®(LrBW, — B,LTW)).

In particular if B is a multiplication operator B,W = P(B4W?) = BupW? —
0aq, where ¢ vanishes on the boundary is chosen so that div BW = 0 then

(4.25) ETﬁaW = ,BabﬁTWb + (,CT,Bab)Wb + 0, Tq

and if we project to the divergence-free vector fields then the term 9,7¢q van-
ishes since if T is a tangential vector field then T'q = 0 as well. It therefore
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follows that By is another multiplication operator:
(4.26) BrW, = P((LrBa)W?).

In particular, we will denote the time derivative of an operator by B = Bp,
and for a multiplication operator this is

(4.27) BW = Bp,W = P((DiBa)W").

If B maps onto the divergence-free vector fields
(4.28) LrBW® = Lp(¢®B,W) = (Lrg™)B,W + gL B,W.
Here Lpg® = —¢%g* Lrgeq. If B maps onto the divergence-free vector fields
then L7 B is also divergence-free so the left-hand side is unchanged if we
project:
(4.29)

LrBW® = —P(¢°°(L1gpe) BWC) + P (g™ (LTB,W — B,LTW)) + BLrW*.

By (4.26) applied the Gy, = P(gasW?) we see that GrW = P((g™Lr.gy.)W*))
so the first term in the right of (4.29) is GprBW*®. The second term is, by
definition (4.24), BrW so we get

(4.30) LrBW = BLyW + BrW — GpBW.

The most important property of the projection is that it almost commutes
with Lie derivatives with respect to tangential vector fields. If Pu, = us—9.pu
then

(4.31) PLrPu, = PLrug

since L70,py = 0,1 py vanishes when we project again since Tpy vanishes on
the boundary, a fact used just above. We have already calculated commutators
between Lie derivatives and the multiplication operators; so let us now also
calculate the commutator between the Lie derivative with respect to tangential
vector fields and the normal operator, defined by A;W* = g™ A +Ws, where

(4.32) AjWa=—=0a((0N)W* ~q),  A(@f)W—q) =0, 0

q‘aﬂ =

and f was the function that vanished on the boundary. Since the Lie derivative
commutes with exterior differentiation it follows that

(4.33)  LrAWa = —0a((0f)LoWe + (0T )W + (0.To) fW® — Tq).

Since ¢ vanishes on the boundary it follows that T'q also vanishes on the bound-
ary and so does (0.T0)fW¢€. Therefore the last two terms vanish when we
project again and so we get

(4.34) P(g™LrAWy) = P(g™ A LWy) + P(g™ Ap ,Wh).
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Let us now change notation so that A = A, where p is the pressure. Then
having just calculated Ar defined by (4.24) to be Ap = Ay, we have

(4.35) Ap=Ag, i A=A,

In particular, if T = D, is the time derivative we will use the notation A = A D,
which then is

(4.36) AW = Ap,W = Ap W.
Exactly the same formulas hold for A5. By (3.14)

(4.37) A5Wa=(£/P)X-(Dap) (Bep)W°— Baq,
Aq=r""0a (kg™ (f/p)X:(06p) (DcP)WC),  q|yo="0

where p = p(d), d(y) = dist (y,09Q). It follows that Tp =, if T € 7,. Further-
more S € §; = S\ Sy vanishes close to the boundary when d(y) < dy/2 and
X. = 0 when d(y) > € so it follows that
(4.38)

Lr AW, = (T£)/P)X-(ap) Dep)W = (/p)X-(Dap) (Dep) LW — 0,Tq.
Hence
(4.39) P(g™LrASW,) = P(QabéjvﬁTWb) + P(gabé%be)-

We can now also calculate higher order commutators:

Definition 4.1. If T is a vector fields let Br be defined by (4.24). If
T and S are two tangential vector fields we define Brg = (Bg)r to be the
operator obtained by first using (4.24) to define Bg and then define (Bg)r
to be the operator obtained from (4.24) with Bg in place of B. Similarly if
ST = St .. S% is a product of r = |I| vector fields then we define

(4.40) Br={(...(Bsi) .. )gi-
If B is a projected multiplication operator BW® = P(g“bﬁchC) then
(4.41) BIW = P(g™ (L] Bhe)W©).
In particular if GW® = P(g“bgchc) then
(4.42) GIW = P(g™(LLgoe)W°).

If A is the normal operator then
(4.43) AW = P(g°0, ((0.T'p)W*) ).

With By asin (4.4) we have proved that if B maps onto the divergence-free
vector fields then

(4.44) LrBW = BWy + ByW — GrBW, Wy = LoW.
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Repeating this gives, for a product of modified Lie derivatives:
(4.45) LEBW =l Gr . G B, W, Wy = LW,

where the sum is over all combinations of I = I1 + --- + I, and cIIl"'I" are
some constants such that CIII"'I’“ =11if I1 + I = I. Let us then also introduce
the notation

(4.46) G =gy Gy,

where the sum is over all combinations such that Is+...I = I —I; — I,. With
this notation we can write (4.41)

(4.47) LLBW =GB W,

where again GIIII2 =1if ;1 + 1o = 1. Also let

(4.48) G’Ill“'l’“ =0, if L=1I, and C;’Ill“'l’“ = GIII"'I"‘, otherwise.
Then we also have

(4.49) LELBW = BW; + G2 B, Wy,

5. Estimating derivatives of a vector field in terms of the curl,
the divergence and tangential derivatives or the normal operator

The first part of the lemma below says that one can get a pointwise esti-
mate of any first order derivative of a vector field by the curl, the divergence
and derivatives that are tangential at the boundary. The second part say that
one can get L? estimates with a normal derivative instead of tangential deriva-
tives. The last part says that we can get the estimate for the normal derivative
from the normal operator. The lemma is formulated in the Eulerian frame,
i.e. in terms of the Euclidean coordinates. Later we will reformulate it in the
Lagrangian frame and get similar estimates for higher derivatives.

LEMMA 5.1. Let N be a vector field thaé 1s equal to the normal N’ at fhe
boundary OD; and satisfies |IN| < 1 and |ON| < K. Let ¢ = §9 — N'A/Y.
Then

(5.1) 081> < C(q"67 0k3: 0185 + | curl B + | div 5]?)
(5.2) /\8ﬂ]2dxSC/(&iijNlﬁiﬂkajﬂl+]curlﬁ]Q—i—\divﬁ]Q—l— K2|B|?) da.
D, D,

Suppose that 6 j is another vector field that is normal at the boundary and
let AB; = 0;(apB* — q) and q is chosen so that divAB = 0 and qlsq = 0. Then

(5.3) D(sij agay 9,6 98" da

< C’/((SijAﬂi AB;j + |a?(Jewrl B+ | div B2) + [0al?|B|?) da.
2
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Proof. (5.1) follows from the pointwise estimate
(5.4) 5ij5klwkiwlj < C(éijqklwkiwlj + || + (tr w)z)
(55) 5ij(5klwkiwlj § C(./\N[i./\?’j(sklwkiwlj

+(¢9¢" — ¢ g Ywpwry + [0+ (trw)?)

where w;; = w;; — wy; is the antisymmetric part and trw = 5ijwij is the
trace. To prove (5.4), (5.5) we may assume that w is symmetric and traceless.
Writing 69 = ¢ + N'N7 we see that (5.4) for such tensors follows from
the estimate NNINF*N wywy; = (N NFwi;)? = (¢Fwr)? < ng¥ ¢Pwgwy;.
(This says that (tr(QW))% <ntr(QW QW) which is obvious if one writes it out
and uses the symmetry.) Now, (5.5) follows since (6%¢" — NNT&*)wpw;; =
(i — NNIN
(5.5) and integration by parts using the fact that the boundary terms vanish,
since we assumed that V' = A\ there, and that (¢"¢" — ¢**¢?")3; 9,0;8, = 0:

(5.6) / (47 ¢" — q*¢1")on.B; 0; 8 da = — /D (g9 q" — ¢*¢7") B; 0,8 du.

D,

We have AB; = (0;a) B + ap0; 8% — 0;q and so to prove (5.3) we must estimate
|0q|| 2. Since 0 = §;AB = A(aBF) — Ag it follows that Ag = A(ayBF) =
28i((8iak)ﬂk) + apABE — (Aag)BF and ap ABF = 0; (ai div @ + ay curlﬁik) —
diva div s — (9pe;)0% 6" + (Opa;)0" 3%, and hence A(oy,5F) = 8¢<2(6iak)ﬁk +

o' div 3 + ay curl g% — diva 5 — curlaik ﬁk> It follows that

(5.7)
/|0q|2dx:—/qud:E
Q Q

=_ / q0; (o/ div 3 + oy, curl B + (D, + Gkai)ﬂk —diva ﬂi) dx
Q

and integration by parts again gives ||0q|| 2 < C(|| |a|div S|/ L2+]| |oo| curl 3] 2+
I10a|B]|z2). O

Definition 5.1. For V, any of the family of vector fields introduced in [L1],
and for 8 a two form, a one form, a function or a vector field we define

(6.8 Bl = D ILh8l, BY = > 18r...181%

[I|<r,I€V rit..rp<r,r;>1

and [8]¥ = 1. Furthermore,

(5.9) 1Bl =Y 098].

laf<r
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If g is a function then LyB = UPB and in general it is equal to this
plus terms proportional to 3. Hence (5.8) is equivalent to just the sum
> ii<r 1ev U 18| . In particular if R denotes the family of space vector fields
then |3|¥ is equivalent to |3, with a constant of equivalence independent of
the metric. Note also that if 3 is the one form 8, = d,q then EIUB = 0U!q so
that |0ql} = 327 1<,, 1ev [0Uql.

Definition 5.2. Let c¢; be a constant such that

n

(5.10) |0/ 0y|* + |0y /x| < ¢, > (19abl +19°°1) < nef,
a,b=1

and let K7 denote a continuous function of ¢;.

We note that the second condition in (5.10) follows from the first and
the first follows from the second with a larger constant. We remark that this
condition is fulfilled initially since we are composing with a diffeomorphism.
Furthermore, for solution of Euler’s equations, divV = 0, so the volume form
k is preserved and hence an upper bound for the metric also implies a lower
bound for the eigenvalues and an upper bound for the inverse of the metric
follows.

In what follows it will be convenient to consider the norms of ﬁ{]W =
kTILL (kW) if W is a vector field and of £,g = kL (k7 1g), if g is the metric.
The reason for this is simply that div (ﬁIUW) = U'divivV and Ll curlw =
curl (£F,w) and when we lower indices wq = gapyW° = (k71 ga) (kW) and apply

~

the Lie derivative to the product we get Lyw, = (ﬁUgab)Wb + g LuW?P.

LEMMA 5.2. Let W be a vector field and let wg = gupW?° be the corre-
sponding one form. Let k = det (0x/0y) = /detg. Then

(5.11)  |w| + |71 < K7, U k| + U k™Y < Kyl I utig LUk g|

where the sum is over all Iy + ... I = I.
With notation as in Definition 5.1 and Section 4,

(5.12)

r—1
KW IR < Ky (Jeurlw[R ) + [kdivIV R + W[+ Y |g/k[R[sW]EF).
s=0

Also,

(5.13) [sWIR < K1Y [g/6lF (Jewlw[F_ + |edivIV [ + [kW[S,),

r—1—s r—1—s
s=0
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where for s = r there is the convention that |curlw|Y, = |kdivW|Y; = 0.
Furthermore (5.12), (5.13) hold without the factors k and 1/k; i.e.,

T

Gy WIR< K R (eurlwlR L, + v VR + WIE).

s r—1—s
s=0

(5.12), (5.13) also hold for the vector field W replaced by a one form w; i.e.,

r—1-—s

r
(5.15) < K1Y (g (Jewrlw|R g+ [divIV R+ wl7).
s=0

Moreover, the inequalities (5.12)—(5.15) also hold with (R, S) replaced by (U, T).

Proof. If 0 =Ink = (Indet g)/2 then Uo = tr Lyyg/2 = ¢°°Lygap/2 and

L9 = —g%g*L1rg.q. An easy consequence of Lemma 5.1, see [L1], is: In
the Lagrangian frame we have, with w, = W, = g, W?,
(5.16)

LW gKl(\cm«lM + VIV + S geslLs W] + [gh]W\), UeRr,
(5.17)
LoW| <K (Jeurl W[+ [div W] + Yperl£oW] +[ghIW]),  Ueu

where [g]; = 1 + |0g|. Furthermore
(5.18) W] < K (|ErW] + Lses|EsW + [gh|W1).

When d(y) < dy we may replace the sums over S by the sums over Sy and the
sum over 7 by the sum over 7y. In [L1] this was proved for Ly replaced by
L7, but the difference is just a lower order term.

We claim that

(5.19) > ILGWI<Kr > (JewlLyW |+ [divLEW | + [ghl|LEW))

[I|l=r,UER |J|=r—1,UER
Al
K S |ELw.
|I|=r,SeS

First we note that there is nothing to prove if d(y) > dy since then the S span
the full tangent space. Therefore, it suffices to prove (5.19) when d(y) < do
and with S replaced by Sp and R replaced by Rg. Then (5.19) follows from
(5.16) if r = 1. Assuming that it is true for r replaced by r—1 we will prove
that it holds for r. If we apply (5.16) to EEW, where |J| =r—1, we get

(5.20)
(Lo LEW| < Ko (Jewrl £5W] + | div EEW |+ D7 ILsLEW | + [ghh | LW ]).
SeS
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If EE consist of all tangential derivatives then it follows that |ﬁUﬁ W is
bounded by the right-hand side of (5. 19) If L'J does not consist of only
tangential derivatives then, since [Lg,Lg] = L’[R s = 0, if S € Sp, we can
write Esﬁ W = EKESIW, for some S" € Sy. If we now apply (5.19) with r
replaced by r — 1 to LgW, (5.19) follows also for r.

In Lemma 5.2 we have E{] curlw = curlEIUw which however is different
from curl ﬁIUW Now,

(5.21)
L’éwa = El‘]](gabWb) = —gabﬁéwb + cJIJanlﬁ‘IQ Wb where g[{b = Evégab

and the sum is over all J; + Jo = J and éi«]z =1 for |J5] < |J| Ci«fz =0if
Jo = J. It follows that

(5.22)
| curl LZW — curl £w| < 287 5, (1097 ILEW | + g™ 0L W), | ] < 1],

where the partial derivative can be estimated by Lie derivatives. Furthermore,
in Lemma 5.2, we have UL (kdivW)| = kUL divW| = kY divLEW . (5.13)
follows by induction from (5.12). O

Definition 5.3. For V any of the family of vector fields introduced in [L1]
let

(5:23) WIY =" lebwll,

> IEiWll

[I|<r,I€V |[I|<r, IeV
and let
(5.24) Wil =" agwl, Wilreo = > 185 W oo
|| <r o] <r

where ||[W{| = |[W{r2q), Wl = W] (0)-

It follows from the discussion after Definition 5.1 and (5.11) that |[W]|,
is equivalent to | W ||® with a constant of equivalence independent of the met-
ric. As with the pointwise estimates it will sometimes be convenient to use
||ﬁIUW|] = ||k~ 1LE (kW)]| instead. This is in particular true for the family of
space tangential vector fields S. However instead of introducing special nota-
tion we write ||xWW||$. Since & is bounded from above and below by a constant
K this is equivalent to a constant of equivalence K7. Furthermore, by interpo-
tation (kWS < Ki (gl W]+ [WIS) and [WS < Ky(lgll IW ]+ [xW[5),
and our inequalities anyway contain lower order terms of this form, and so the
inequalities below are true either with or without .
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LEMMA 5.3. With a constant K1 as in Definition 5.1:

(5.25)
r—1
Wl < Ky (||eurlwl]ly—1 + [[cdiv W |1 + [[sW][7 + K1Y llgllr—s.colW]ls)
s=0

and, with the convention that || curlw||—; + ||divI¥||_; =0,

(526) (W, < K1Y [lglr—seo(llcurlw]s—1 + [[edivW |51 + [«W]).
s=0

Proof. This follows from Lemma 5.2 and the interpolation inequalities
below in Lemma 6.2. O

We can also bound derivatives of a vector field by the curl, the divergence
and the normal operator:

LEMMA 5.4. Let cy > 0 be a constant such that |Vyp| > co > 0, let Ko and
K3 be constants such that ||Vnpl|p=a0) < K2 and Y _gcs [[VNSD| L= (00) < K.
Then

(5:27) col oW || < C(IAW || + K (]| curlwl| + [|div W[) + (K3 + [g]1) [W]]).-

Proof. We want to express (5.2) and (5.3) in the Lagrangian frame. We
also want to pick an extension of the normal to the interior. If d(y) is the
distance to the boundary in the Lagrangian frame, since {2 is the unit ball
this is just 1 — |y|. Let x1(d) be a smooth function that is 1 close to 0, and
0 when d > 1/2. If u. = 9.d then n. = u./\/g*uq,u; is the unit conormal
at the boundary and n. = x1(d)n. defines an extension to the interior and
N® = ¢%f, is an extension of the unit normal to the interior. Similarly, by
the remarks in Section 3, the normal operator only depends on Vyp restricted
to the boundary. Let us define o, = x2(d)fOyd, where f is a function that
is equal to N°O.p = Vyp at the boundary and extended to be constant along
rays through the origin, and y2 is a function that is 1 on the support of xi
and 0 when d > 3/4. Then AW® = P(g%0y((0.p)W¢)) = P9 (acW®)) by
the remarks in Section 3. Now, we express (5.2) and (5.3) in the Lagrangian
coordinates and partial differentiation becomes covariant differentiation. So we
will pick up a constant coming from the Christoffel symbols, i.e. one derivative
of the metric [g]1 = 1+ |Jg|. Similarly, one derivative of the normal N® also
gives rise to one derivative of the metric. Hence (5.2) and (5.3) become

(5.28) oW < C(lIx1(ncdW )| + | eurlw]| + || div W || + [g]: [W]])
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and

(5.29)
fx2(ncoW )| < (AW || + [|f curlw|| + || f div W[ + [ghll f W] + [ [0f[W]).

Since |f| > ¢p and x2 = 1 in a neighborhood of the support of x1, the lemma
follows. O

By Lemma 5.4 we have
(5.30)  collOLZW | < K (|| cwrl CGW | + || div LW || + [ALSW || + | L5W )

where K3 is as in Definition 6.1 and ¢g as in the physical condition (1.6). Here,
the curl of (L{W), = gupLiW? is by (5.22) equal to the curl of £L{w plus
lower order terms. In particular we see that we can get any space tangential

derivative in this way. Thus we also get:

LEMMA 5.5. With K3 as in Definition 6.1,

(5.31)
r—1
co|Wlr < Ks(||curlwlly—1 + | divW -1 + W1 4 + D lglr—scclWls)
s=0
where
(5.32) WISs= D [ALEW].

|I|=s,I€S

6. Interpolation, the L°° estimates for the pressure
in terms of the coordinate and the L°° norms

Let us now first state the interpolation inequalities to be used:

LEMMA 6.1. Let 8 be a two form, a function or a vector field. Let ||3||,
be L2-Sobolev norms and |||, be the C* norms on the unit ball Q in R™.
Then if 0 <s<randj>0

1—s/r s/r
(6.1) 181500 < CIBIS 2 18I o0
(6.2) 18lls < Cl1Blle~ I8

For a proof see e.g. [H1], [H2], for the L> norm and [CL], for the L?
norms. ( (6.1) for j > 0 follows from (6.1) for j = 0 applied to 9y for |a| < j.)
A consequence is:

LEMMA 6.2. With the same assumptions as in Lemma 6.1,

(6.3) lletllr—s,00 1 Bllj5,00 < (lletlljo0llBll 47,00 + 118
(6.4) 181lr=s,00 I W [ls < C([1Bll0,00 Wl + (13

J,00 HO‘H]'-H”,OO>7

r,ooHWHO)a
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(6.5)  [f1lljtsi00- - - [ flljtse.c0

k
<O lfillses - Ifi-llooll fillisitscoll it lioo - - I falljoo-
i=1

Proof. This follows from use of Lemma 6.1 on each factor and the
inequality A5/"B'=5/" < A+ B, e.g.

s/T —s/r 1—s/r s/r
6.6)  Bllr—scollWlls < CUBI L IBILE W (1o~ W12/

= C (1181000 [1) " (18llrcol W l0) /"
< C(I1Blloso W [l + 1BllrsollW o)

This proves (6.4). The proof of (6.3) is exactly the same, (6.5) follows from
(6.3) by induction. O

Let us now introduce some notation to be used in subsequent sections.
We will derive tame estimates involving the higher norms of the coordinate x
with constants that are bounded if some lower norms of the coordinate = are
bounded: Recall Definition 5.2 of ¢;:

n

6.7)  [9x/0y[* + |0y /0x|* < cf, > (Iganl +19")) < nef,
a,b=1

and K7 denotes a continuous function of ¢;.

Definition 6.1. Let ¢ be as in Definition 5.2 and for i = 2,3,4 let ¢; > ¢
be a constant such that

(6.8) [2]l2,00 + [12([1,00 < €2,
(6.9) 113,00 + l#[l2,00 + 111,00 < €3,
(6.10) []l4,00 + l12([3,00 + [1£]|2,00 < €a-

Let K; > 1 denote a constant that depends continuously on ¢;.
Now from Lemma 6.2, we have:
LEMMA 6.3. With K1 as in Definition 5.1,

(6.11) 10y/0z|lr.00 < Kil|#]111,00-

If 0; = 0/0z" = (0y*/02")0/0y* and o = (a1, ..., ) let O = O - - 9.
For any function f,

(6.12) 10 fllroo < E1(Iflr4ho0 + 2 lrsho0ll fllree), K=ol
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Moreover,

(6.13)  [[(0i, f1) - (Oi, ) llroc
<K1Y [ fillioo - fimt ool fillrn,oll fira 1,00 < 1 fnll1,00
=1

+EK1]|2]lr41,00 | f1]1,007 [ frll 1,00
(6.14)  [[(03,0:, f1)(0s, f2)- - - (0i, fr) lryo0

n
<K filliee - Ifimtlecllfillrszooll fistlloe - 1 all o0
i=1

+K1Hx||r+2,00”f1H1,00' e anHLOO'

Proof. Let A be the matrix dx'/0y®. Using the formula for the derivative
of a matrix 9,A7! = —A~1(9,A)A™! we see that (35‘14_1 is a sum of terms of
the form

(6.15) AN O A)AT (B A) AT log| 4+ -+ |ag| = |a| = 7.

Since |A7!| < Ce; we see from (6.5) with j = 0 that this is bounded by
K1|Al; o0 which proves (6.11). Now 9,99 f is sum of terms of the form

(6.16) AN QP AT (0P AT (0, 1),

ol + -+ 10kl = Y[+ o] =7 =1+ k.

By (6.5), this is bounded by K1||0y f|lr—14k,00 + K1l Allr—14k 00| Oy f]|0,00 Which
proves (6.12). Also, (6.13) follows from (6.5) with j = 0, and (6.12) with
k =1. (Note by (6.12) [|0f]l0,00 < K1l f]l1,00-) Similarly, by (6.5) with j =0
and (6.12) we can bound the left side of (6.14) by

(6.17)
n
(I f1llr+2,00 + 12 lr+2,00) 1 F2ll1,00 - = | nllt00 + Y (12,00 + 122,001 f1 11,00
=2
o fimt oo (L fill 1,00 + 2 llrt1,00) 1 firt o0 -+ 1 fnll1,00-

The first term is of the form on the right side of (6.14). The terms in the
sum become a sum of four terms of the form Ki||h1l/2,00||h2|r+1,00 multi-
plied by factors of the form || fx|[1,00. Using (6.5) with j = 1 we can bound
171|200 h2llr+1,00 < Cllhall1c0llP2llr+2,00+ |21 llr+1,00 [ h2]|1,00- This also proves

(6.14). 0

LEMMA 6.4. Let p be the solution of Ap = —(9;V7)(0;V?), where v' =
D;z' and let p = Dyp. Then forr > 1,
(6-18) Hp”r,oogKS(HdUHT,oo + HxHH—LOO)
(6‘19) HpHr,oo < K3(Hj‘|r,oo + Hm‘HH—Loo + ”37Hr+2,o<3)~
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Proof. We just apply Proposition 7.1 to
(6.20) Ap = —(&Vj)@jVi, vt = Dy, p‘ag =0
using Lemma 6.3 to estimate the product. (Recall that ||V||2,0c < K3.) Since
D, = 0, + V*9, where 0, = at‘z:const’
(6.21)  Ap= A0+ VFy)p) = Dilp + (AVF)Op + 26 (9;V*)8;01.p
and
(6.22)
Dy Ap = —(9y + VF0r) ((0;,V9)(9;V7)) = —=2(8;VI)(9;V") + 2(9;V)(9;VF)9 V'
so that
(6.23)
Np = =20,V (0;V) + 2(0:VI)(0;VF) 0V + (AVF)Op + 267 (0,VF)0;0p.
The second part of the lemma now follows from Proposition 7.1 using Lemma 6.3
and the first part of Lemma 6.4. O

we have

Let us now introduce the L° norms to be used:

Definition 6.2.

H 145,009

(6.24) ms(t) = | (t, )

(6.25) 1 (t) = ||z (t, )ll24s,00 + 1Z(E ) [[145,005

(6.26) s (t) = ||zt 345,00 + |1E(E, ) ll245,00 + [1E(E ) 145,005
(6.27) ns(t) = |2t )llats,c0 + 12 345,00 + 1E(E; ) [[245,00-

We remark that in Definition 5.2 we made an assumption that the inverses
of g and Jy/0x are bounded. This means that mg etc. are all bounded from
below as well. We note that the corresponding bounds for the metrics g, =
6:;(0x1 /0y®) (027 J0y®) and wep = (curlv)y, = (92t /dy®) (027 /0y®) (d;v; — Djv;)
follow from the bounds for x, &, and Z:

(6.28)
19llr,00 < Kaimr, [|gllro0 + [[Wllroo < Karity, ||Gllrco + [[@llrc0 < Ksrity

The proof of this uses the interpolation inequality (6.5) in Lemma 6.2 applied
to each term we get when we differentiate. In view of the coordinate condition,
see Definition 5.1, the same bounds also hold for g replaced by the inverse of g.

Furthermore, we will now prove that the corresponding bounds for the
pressure follow from this. We will actually lose a derivative when passing to
the bounds for the pressure because we will go over Holder spaces, but this
does not matter. In Lemma 6.4, we proved that

(6.29) [p(t; )lrt1,00 < Kz (t),
(6.30) Ip(t, ) lr+2,00 + 1D ) lrt1,00 < K3ty (t),
(6.31) lp(t, ) 43,00 + [[P(E, )|[r 42,00 < Kang(t).
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In particular

(6.32) [pll2,00 + 1Pll1,00 < K3, 15]]2,00 < K.
We will frequently use interpolation, e.g.

(6.33) mymivg < C(myystig + motivyts) < Kotipys,

which follows from Lemma 6.1 and the proof of Lemma 6.2 applied to each
term we get when multiplying any of the expressions (6.24)—(6.27) together.

We must also ensure that if the physical condition (2.7) and coordinate
condition (2.8) hold initially they will hold for some small time 0 < ¢t < T', with
cp replaced by ¢p/2 and ¢; replaced by 2¢;. This will be proved in Section 11,
and until then we will just assume that 7" is so small that these conditions hold
for 0 <t < T. Furthermore, we will also assume that T' < ¢y < 1 since the
estimates derived then will be independent of T" and ¢g.

7. The L* estimates for the Dirichlet problem

In this section, we give tame Holder estimates for the solution of the
Dirichlet problem:

(7.1) Aq=F, 0.

o0 =
Our Holder estimates lose a derivative since we want to use them for inte-
ger values. This is not important and with an additional loss of regularity,
we could have avoided using Holder estimates altogether and just gotten the
C* estimates from the Sobolev estimates, proved in the next section, using
Sobolev’s lemma. Apart from getting estimates for the solution of (7.1) we
also need estimates for time derivatives and variational derivatives. For this
we need to know that the solution of (7.1) depends smoothly on parameters if
the metric and the inhomogeneous term do. We remark that the coordinate
condition is critical since it is needed in order to invert the Laplacian.

One can also use the results in Section 5 to get tame estimates for the
solution of the Dirichlet problem. In fact if we take W% = ¢®9,q, and w, = 044,
then divW = Aq and curlw = 0. Applying Lemma 5.2 to W therefore gives:

(7.2) WIR <KDY [glR (18— + WIE),
s=0

where for s = r we should interpret |Ag|—1 = 0, and

T

(7.3) 0gI7 < K1) (gl (18alR s + 10gl2-,).-
s=0

Therefore it suffices to obtain estimates for tangential derivatives only. This
is easier because the Dirichlet boundary condition is preserved by tangential
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derivatives. If q} oo = 0 then St q‘ ao = 0. The L estimates use the standard
Schauder estimates for the Dirichlet problem. Because we want to have the
final result in terms of C* norms instead of Holder norms these results lose a
derivative.

ProrosiTION 7.1. If q‘aﬂ =0 then forr >1

(7.4) lgllr.00 < Ks(12qllr-1,00 + llgllr.0cl| Adllooo) -

Proof. 1If we apply Lie derivatives ﬁ{q to We = ¢*9yq we get
(7.5)
WIa — gababslq + 6]11[2g11ab 8b812q’ glab — ﬁggab7 W, = ﬁéW

and the sum is over all combinations I = Iy + I, and the EIII J, are constants
such that ¢/ ; = 0if I, = I. Since diviV; = divLLW = STdivWW = STAq =
k18T (k/\q) it follows from the divergence of (7.5) that

(76) A(Slq) — SJAq - ﬁflaa(élllbghab abSI2Q), gIab — ﬁIUgab‘

Let ||u||24a,00 denote Holder norms, see Section 17 and Proposition 7.2. By
Proposition 7.2 we have

(7.7)
157 qll24a00 < K1 (/1572|100
+éf (g™

If we let My = 3 /<o 157q]|2+a.00, 7 > 2, My = ||qlrtaco for 7 = 0,1 it
follows from Proposition 7.2 that Mo+ M; < K3||Aql|, M2 < K3||Aq]|1,00 and
for » > 3 we have:

Lool15™ a1 240,00 + 137 12,0015 4l 1-+0,00)) -

r—1
(7.8) M, < K3(||8allr-1,00 + D gllr41-5,00 M)
s=1
Inductively it follows that
r—2
(7.9) M, < K3 ([ Agllr—1,00 + D 19llr—s,00/1 2] 5,00)
s=0

< K3 (|| Aqllr—1.00 + 19111241 0.00)

where we used interpolation. With I € S, |I| = r — 2 we hence get from
differentiating (7.5) and using what we used proved

(7.10) 10Willo,c0 < K3([Adllr—1,00 + 9l 2g

0,00) .

However, once we have bounds for the tangential components, the bounds for
all components in terms of these and R/ Ap follow from Lemma 5.2.
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Theorem 6.6 in [GT], together with Theorem 8.16, and Theorem 8.33 in
[GT], in our setting reads:

PROPOSITION 7.2. Suppose that ||¢||k+a,0o denotes the Holder norms and
0 < a<1,andk is an integer (see Section 17). Then

(7.11) Ap = g™0,00p + 1 (0a(kg™))Opp = k104 (kg™ Oop)

where

(7.12) 19% lo+asc0 + 109 lo+a00 < A, Z 19°°] + |gan| < A
a,b

Suppose that p}ag =0. Then

(7.13) [Ipll2+a,00 < C(lIPlloo + [ APll0+a00)
where C = C(n,a, X\, A) and

(7.14) 1Plloe < CllAP] -

And if Ap = F + k710,(kG?), then

(7.15) Hle-i-a,oo < C(HPHOO + [ Flloo + ”GHO-&-a,OO)-
Furthermore
(7.16) [uv][a,c0 < Cllully,collvllaees 72 @,

[0 a,00 < C (I1uflo,00 0 llav00 + 10]0,00]1t]|or00) -

Note that if we multiply by s then the operator is also in the divergence
form that [GT] has in Theorem 10.33. Anyway, in our case it is equivalent to
a domain in D; with the usual metric.

Let us now prove that the solution of (7.1) depends smoothly on param-
eters if the metric ¢ and the inhomogeneous term F do. Let us assume that
the parameter is time £. We have:

LEMMA 7.3. Let ¢ be the solution of
(7.17) Ap = k10, (kg™ 0pp) = F, |0 =0,
where Kk = y/detg, and g satisfies the coordinate condition (2.8) on [0,T].
Suppose that gap, F € C*([0,T],C®(Q)). Then ¢ € C*([0,T],C=(Q)).

Proof. Let us write ¢y, g¢, F;, and Ay = Ay, to indicate the dependence
of t. Our initial assumption is that g;, F; € C*(]0,T],C°°(Q)). That

(7.18) Doy = I, 9t g0 = 0,
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has a solution ¢y € C*°(Q) if Fy, g € C°°(Q2) and the coordinate condition is
fulfilled is well known. We will prove that Fy, g; € Ql([O,T], C>(€Q)) implies
that ¢; € C([0,T],C>(Q)). If this is the case, then ¢, = D;¢; satisfies

(7.19) Ny = Fy — Dy, O] =0,

where A; = [Dy¢, A] and F, = D,F,. Since the right-hand side of (7.19) is
also in C'([0,T],C>®(Q)) we can repeat the argument to conclude that ¢; €
CL([0,T],C*®(Q)); i.e., ¢ € C?([0,T],C>(2)). In general we can then use
induction to conclude that ¢; € C*([0, T], C>(Q)) since

k—1
(7.20) ADfgy = DEF =" a9 Digy,
=0

where the Agk) are the repeated commutators defined inductively by Agk) =

1D, AR, A0 = A B
First we will show that Fy, g, € C([0,7],C>(Q2)) implies that ¢, €

C([0,T],C>*(£2)). We will only prove this for ¢ = 0 since the proof in gen-
eral is just a notational difference from the proof for ¢t = 0:

(7.21) Ni(pr — ¢o) = Fr — Fo — (D¢ — Do) do.

Since the C™(§2) or H™(£2) norm of the right-hand side tends to 0 as ¢ — 0
for any m and since we have uniform bounds for A, ! in Lemma 7.3, it follows
that the C™(2) or H™(Q) norm of ¢; — ¢p tends to 0 as t — 0 for any m.
Hence ¢y € C([0,T],C°(Q)). Now, let ¢, be defined by (7.19). By the same
argument it follows that ¢; € C([0,T], C*(Q)). It remains to prove that ¢; is

differentiable. We have
(7.22)
A¢(dp — go — too) = Fy — Fy — tEy + (D¢ — Do — tDo) do + (L — Do) o.

Since F; and g; are differentiable as functions of ¢ it follows that the C™(£2) or
H™(Q) norm of the right-hand side divided by ¢ tends to 0 as t — 0 for any
m. Since we also have bounds for the inverse of /\; that are uniform in ¢ we
conclude that any C™ or H™ norm of ¢; — ¢ — tdo divided by t also tends to

0 as t — 0 for any m. It follows that ¢; € C([0,T],C>®(Q)). O

8. The L? estimates for the Dirichlet problem

In this section, we give tame L2-Sobolev estimates for the solution of the
Dirichlet problem:

(8.1) Aq=F, 0.

q‘BQ =
We also remark that the coordinate condition is critical in all the estimates
in this section since it is needed in order to invert the Laplacian A. As pointed
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out in the beginning of Section 7, if we use the results from Section 5 it suffices
to obtain estimates for tangential derivatives only, which is easier because the
Dirichlet boundary condition is preserved by tangential derivatives. If q‘ a0 =0

then Slq|aQ =0.

PROPOSITION 8.1. Suppose that q is a solution of the Dirichlet problem,
=0, and W* = ¢g®dyq. Then if r >0,

alaq
r—1
(8.2) Wl < K1Y lgll—1-scollBalls + Killgllro W],
s=0
and if r > 1,
r—1
(8.3) W+ [lgllr+1 < K Z 19]l7—s,00 | 2q]s-
s=0

Furthermore, for i <2 and r > 0,

(8.4)
. r—1 ) )
IDIW Il < K3D > IIDFgllr—s.0ollD{ Aalls + K3 Y [IDEgllr ool DIV
=0 j+k<i k<
and if r > 1,
. . r—1 )
85) DWWl + Dl < K3 > D7 gllr—s.c0ll DI Adlls-
5=0 j+k<i

Moreover if P is the orthogonal projection onto divergence-free vector fields
and W is any vector field then, for r > 0,

(8.6) IPW ]l < K1Y llgllr—s.col W
s=0
and, fori < 2,
(8.7) IDIPW | < K3y > 1 DFgllr—s,ocll D W -
s=0 j4+k<i

Before the proof we have a useful lemma:

LEMMA 8.2. Suppose that S € S and q‘ag =0, and
(8.8) LW = gP8yq + F.
Then
(8.9) ILsW I < K (|| divW | + || F})-
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Proof. Let Wg = LgW. Then

(8.10) /gangWg/ﬁdy:/Wg@aq de—l—/ WegaFlrdy.
Q Q Q

If we integrate by parts in the first integral on the right, using the fact that ¢
vanishes on the boundary, we get

(8.11) /W;@aqﬁdy:—/div(WS)qﬂdy.
Q Q

However diviWg = SdiviW. Then we can integrate by parts in the angular
direction: S = S%9,, S = S+divS so we get [(Sf) kdy = [ 04(5°fr)dy =0,
where 0,5% = 0. Hence,

(8.12) /ng Ouq kdy = /Qdiv(W) (Sq)k dy.

Here |Sq| < K1]0q| so it follows that

(8.13) IWsl? < Kil| divW [ (IWsl| + |IF1]) + K1 [Ws | F]

and so

(8.14) Wsl| < Ky([|divW | + [|F)). 0

Proof of Proposition 8.1. If we apply L'{q to we = gy WP we get
(8.15)  9aS'q = guyW? + " 2gp, W7, Wy = LLW, drab = L5Gab-

The sum is over all combinations I = I1 + I, ¢hil2 gre constants such that
511112 =0if Iy = I. If we write ST = §S7, W; = LgW, and use Lemma 8.2
we get (since diviV; = S7diviV = S'Aq = k7157 (k/\q))

(8.16) Wil < KillS7 Aqll + K17 219, oo W |

or if we sum over all of them and use interpolation,
r—1

17) WIS < Killsigles + K1 3 loleoseol 6WIS, 7> 1.
s=0

We now want to apply Lemma 5.3 to W¢ = ¢*®yq. Then curlw = 0 and
divW = Agq so that

(8.18)
r—1
Wl < KallsAgllr—1 + KilsWIS + K0 ) llgllr—scoWls, 72> 1.
s=0

We now use (8.17) to replace the term Ki|[xW||$ by the terms of the form
already on the right-hand side of (8.18) and we also replace x by 1 which just
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produces more terms of the same form. We use induction on r and interpolation
(8.2) follows.
We also need an estimate for the lowest order term:

w2 = /Q 4°(8q) (Bhg) r dy = — /Q (Ag)gr dy.

However, there is a constant depending just on the volume of €2, i.e. fQ K dy,
such that ||¢|| < K1||Aq]|; see [SY]. Therefore in addition we have

(8.19) W1+ llall + 19g]l < K1l Aall,  if W= g*dyq.
Now, we inductively get from using interpolation again:

r—1
(8.20) 1W< K ) lgll—seollAdlls, 7> 1.

s=0

Note that we can remove x on the left since doing so just produces lower order
terms of the same form. This proves the estimate for W in (8.3) and the
estimate for ¢ follows from this since W@ = g®8yq. In fact by (8.15) with S’
replaced by any space vector fields RY, I € R, [|0q|l, < K1 >_h_o ||gllr—s,00||W ]|
and by (8.19), we also have an estimate for ||q||.

It remains to prove the estimate with time derivatives. We can now repeat
the argument with ¢ of the tangential derivatives being the time derivative,
LY, = D} and [',iDt = Di. This gives
(8.21) 025" Djq = g DyWT + et " (Dy g1, o) D W,
where ¢ =1 for all (I) + Iz,i1 +i2) = (I,i) such that |Io| +ip < |[I| +i
and 0 otherwise. By Lemma 8.2 again
(8.22) IDiW1l| < CIIS7 Disgll + Cagy ™1 D gr, lloo | Dy W, |
where |J| = |I| — 1. Hence
(8:23) | Dy(xW)|7 < K1|| Dy(kLq)]lr—1

+K1 Y D5 (T ) sl 1D (R
s<r, j<i, s+j<r+i

By Lemma 8.3 below and (8.23) it follows that for i < 2

(8:24) | Di (W)l < K (1| D (55) -1
> DT T s DI )
s<r, j<i, s+j<r+t
(8.4) now follows from this and interpolation.
Since D;Aq = ADyq + 5718, (k(Dig®)0bq),
(825)  [[ADwl| < Ka(|[Delall + [ Deglloo|0%all + || Degllr,oo | 9all)
< K3 (|| Delall + ([ 2dll),
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where we used (8.3) with r = 2. Therefore using (8.19) applied to D;q in place
of ¢ we also get an estimate for the lowest order norm:

(8.26) IDW || + 10Deqll + | Degll < Ks (| DeDqll + [ 2q])).-

Using this, (8.4) and interpolation gives (8.5) for a one-time derivative, apart
from the estimate for || Dsq||,+1. By (8.21) with ST replaced by any space vector
fields R, I € R, |0D; qll» < K1 (3250 [19llr—s,00 W lls 432520 1 Degllr—s,00 W 1]5)

and by (8.26) we also have an estimate for || Dyql|.
Since D} Aq = AD} q + 26710, (k(Dyg™)0yDiq) + £ 100 (k(D79%)0bq),

(827) | ADq| < Ka([IDFAql + 1 DEgllo,0l0?all + [ DFgll1.001104l]
+ 1 Degllo,00|0* Dt ql| + || Dig|l1,00||0Ds ql)
< K3(|DFAqll + |1 Desgl| + (| Al

where we used (8.5) for i < 1. Therefore we also get an estimate for the lowest
order norm:

(8:28) | DIW| +[10D7qll + | Dfall < K3(I|1 D Aqll + | Delg]l + 1 2q])).

Using this, (8.4) and interpolation gives (8.5) also for a two-time derivative,
apart from the estimate for || D?q||,+1. By (8.21) with S’ replaced by any space
vector fields R!, I € R,

,
1007 allr < K3 (Igllr—s.00IWlls + | Degllr—s.00|Wlls + D7 gllr—s.00]1W1Is)
5=0
and by (8.28) we also have an estimate for || DZq||.
It remains to prove the estimates for the projections (8.6), (8.7). We have

W = Wy + Wi, where Wy = PW, and W, = ¢®0yq where Aq = divIV and
q|aQ = 0. Proving (8.6), (8.7) for » > 1 reduces to proving it for » = 0 by
using (8.3), (8.5), since RIAq = div ([%W) and replacing « by 1 just produces
more terms of the same form . (8.6) for » = 0 follows since the projection has
norm 1, |PW|| < ||W||. Since the projection of g2 DFwy, = g%0, D q vanishes
we obtain from Lemma 8.3 below:

i1
(5.29) IPDIWA < Ky S ID3 g |1 DiWA]l

j=0

Since also PDiWy = DiWp,
(8.30) (I — P)DiW, = (I — P)Diw,
and since the projection has norm one,

i—1

(8.31) |DiWA|| + | DIW5|| < KA |IDiW || + K1 > 1Dy gl | DIWA|.
§=0
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Hence for i = 0, 1, 2 it inductively follows that

7
(8.32) DWWl + |1DIWA|| < K3 ) |IDIWl,  i<2.

§=0
Since as before replacing k by 1 just produces more terms of the same form
this proves (8.7) also for r = 0. (6.4), (6.5) follows from interpolation. O

LEMMA 8.3. Let W® = g®wy,. Then
1—1 .
(8.33) DiW* = g"*Djwy, - > <;> g (DI gy ) DIWE.
j=0

Furthermore if W® = ¢®0yq then

r—1

+ > IDT kgDl m)[R).

s<r, j<t,5+j<r+i

(8:34) |D{(W)IF < Ky (|Di(rdiv )[Ry + [k

Proof. We have
i,
. _— i i—i, A
Diay = i e ) = 3 () (DI ) D)
§=0

which proves (8.33).
Now, (8.34) follows from (5.12) by (8.33) and the fact that the curl of
wq = 0, vanishes which estimates the curl of gangWb. O

9. The estimates for the curl

We are studying an equation of the general form
(9.1) W+AW =H, H=BWW)+F.

Here B is a linear combination of multiplication operators. Here A is the
normal operator and it projects to the divergence-free vector fields even if W
is not divergence-free. We have curl AW = 0 and divAW = 0 so that

(9.2) div IV = div H, curlw = curl H

where W, = gabWb as defined. Now recall that w, = gabWb; it follows that
(9.3) |Dycurli| + | Dycurlw| < C(|0Dig||W| + [0g|0W | + [OW | + | curld]).
Similarly

(9.4) |DydivW| + | Dy divWW | < C(|div W] + | divIV]).
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Hence

(9.5) | Dy curl| 4 | Dy curlw| + | Dy divW | + | Dy div W| + | curla| + | div V|
< C(|oW| + [OW| + |9g||W| + |9g||[W| + |div H| + |curl H]).

Since B is of order one and in fact is a multiplication operator it follows that
the terms in curl B(W, W) and div B(W, W) are also going to be of the form on
the right-hand side of (9.5). However, we need to take a closer look at what the
operator B really is because on the one hand it will give an improved estimate
and on the other hand we want to find out exactly what the constants above
depend on:

LEMMA 9.1. Suppose tl}at LW =F, whez’e LW = W+AW—B(T/[/', W)
is as gwen by Lemma 2.4, W* = DW* and W = D2We. Let wy = gapyW?,
W = gabWba Wq = gabWb. Then

(9.6) Dy curlwgpy = curltvgy + 04 (G5 W) — O (GacW°)
(9.7) Dy curliivgy = curl gy, + 04 (G5 W) — Ob(gacW*)
curlgy, =curl £, + Curlﬁ(W, W)ab

where Jab = Digab = Dt gab — 6ap and
(9.9) B,(W, W) = _(gac — Wae — é-gac) We + é'(gac - Wac) W€ — 0aqo

and LW = F. On the other hand, if g = g — (0gap + Wap) WP and Ly is
given by (2.54) then

(9.10)

Dy curlwgp, = curl@ap + 8a (e + woe + G gbe) W) — 0 ((Jac + Wae + Ggac) W),
(9.11)

Dy curltg, = —0, ((Dt Wpe + &gbc)WC) + 0O ((Dt Wae + (}gac)Wc) + curl 'y,
(9.12)

curlig, = curlyy + 9, ((dgbc + Wpe)WE) — O ((c'fgac + Wae) W).

Proof. The proof uses Lemma 2.5 and the identity D; w, = Dy (gabWb) —
Gap WP + gy WP and (2.54). O

Now we want to commute with Lie derivatives Eé, since the Lie derivative
commutes with the curl: Lgcurlw = curl Lpw.
By Lemma 5.2 the next follows from Lemma 9.1 and Lemma 6.2:
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LEMMA 9.2. With notation as in Lemma 9.1 and Definition 6.1 we have
(9.13) || Dycurlw||,—1 + || Dy curlib]|,—1 + || curld ||, —1

r
<2llcurl Ellr—1 4+ K2 Y ([l t1-s00 + & 415,00 (IWls + W ]ls)-
s=0

Also,

(9.14) || D¢curlw|y—1 + || D¢ curlw||,—1

< [Jeurl@d||,—1 + || curl F]|,—1
T

+K3 ) (1241500 + & 415,00 + & 415,00 W]
s=0

and

(9.15)

r

| [eurlidflr—1 = [[eurl@|ly—1 | < K2 (|2]r+1-s00 + [Ellrr1-s00) [W]ls.
s=0
Remark. The difference between (9.13) on the one hand and (9.14), (9.15)
on the other hand is that the latter does not require estimates for ||W||s but
instead requires an extra time derivative of the coordinate. However, we do

control two time derivatives of the coordinates.

10. Existence for the inverse of the modified linearized operator
in the divergence-free class

We first want to show that

(10.1)
LW =W + AW — BoW - BiW =F,  W|,_, =Wy, W],

has a smooth solution W:

THEOREM 10.1. Suppose that x and p are smooth, p‘ag =0 and that the
coordinate and physical condition (2.8) and (2.7) hold for 0 <t <T. Let Ly be
defined by (2.49) and suppose that Wo, W1 and F are smooth and divergence-
free. Then (10.1) has a smooth solution for 0 <t <T.

In case, divV = 0 and divF = 0, existence for (10.1) was proved in
[L1]. We now want to generalize this result to prove existence when divV # 0
and divF = 0. This is just a minor modification of the proof in [L1], with
mostly notational differences, multiplying with x = det (9x/9y) and x~! since
divW = k0, (kW?). We will just give an outline of the proof.
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First we note that we can reduce to the case with vanishing initial data
and F' vanishing to all orders as ¢t — 0. In fact, we can get all higher time
derivatives by differentiating the equation with an inhomogeneous term

(10.2) Dy P2W = By (W, ., Dy "W, 0W, ..., 0DfW) + DFF,
where Bj, are some linear functions followed by projections; see (10.8) with I

consisting of just time derivatives. Let us therefore define functions of space
only by

(10.3)
WH2 = B (WO,... WHLow® ... oW*)| _ + DfF]tZO, k> 0.
Then
£(0,) o=
10.4 Wit y) = — WE(y)t* k!
(10.4) (t,y) w(ty) (y)t/

defines a formal power series solution at ¢ = 0. What we are doing is just
expanding W in a formal power series in ¢, since Dy(kW) = xD,W. Since
divIW* = 0 it follows that divI¥ = 0. We also note that if the initial data are
smooth then we can construct a smooth approximate solution W that satisfies
the equation to all orders as t — 0. This is obtained by multiplying the k"
term in (10.4) by a smooth cutoff x(¢/cx), to be chosen below, and by summing
up the infinite series. Here y is smooth, x(s) = 1, for |s| < 1/2 and x(s) = 0 for
|s| > 1. The sequence e > 0 can then be chosen small enough so that the series
converges in C"([0,T], H™) for any n and m if we take (|[W¥ | + 1)ep < 1/2.
By replacing W by W — W and F by F — LW in (10.1) we reduce to the
situation with vanishing initial data and an inhomogeneous term F' vanishing
to all orders as ¢t — 0.

We will therefore assume that initial data in (10.1) vanish and that F' is
smooth, divergence-free and vanishes to all order as ¢ — 0. Then existence of
a solution W, for the equation where we replace the normal operator A by the
smoothed out normal operator A%, € > 0, in (10.1)

(10.5) LW, = W, + AW, — B)W. — BiW. = F

follows since all the operators are bounded on H"(2); see (3.15). Thus it is
just an ordinary differential equation in H"(Q), for any » > 0. Additional
regularity in time follows by application of time derivatives. This was proved
in [L1]. Lowering the indices in (10.5), we obtain

(10.6) GW. + A*W. — ByW. — B,W. = GF.

Let ﬁ%, 1 € T, stand for a product of modified Lie derivatives, see Section 4,
of |I| vector fields in 7 and let Wy = LLW,.. If we repeatedly apply Lie
derivatives L1 and the projection, see Section 4,

(10.7) ¢ (G,Wer, + A5, Wer, — By, Wer, — By Wer, — G, Fr,) =0
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where the sum is over all combinations of I; + 1y = I and thI"’ = 1. If we raise
the indices again we get

(10.8) ng —I—A‘aWd:—ElIlb (GLI/VE]2 —l—AiW]Z)
etz (Bor,Wer, + By, W1, + G, F1,)

where &/'12 = 1, if | I| < |I|, and &*" = 0 if |I| = |1].
Let us define energies

(10.9)

Ey = E(Wep) = (Wer, Wer) + (Wer, (A5 + DWep), ET = Y/,
|I|<s, €T

Note that in the sum we also included all time derivatives £p,. The reason for
this is that when calculating commutators second order time derivatives show
up in the first term on the right in (10.7). As for (3.38), by differentiating
(10.9) we get

(10.10)
E; = 2Weop, Wey + (A5 + DWop) + (Wep, GWop) + (Wep, (A5 + GYWoy).

Now, G is a bounded operator by (3.17). The last term can be bounded by
(Wr, (A% + I)W,) using (4.43) which also holds for A% by (4.37), and (3.13).
Therefore, the last two terms are bounded by E7, where r = |I|. Using
(10.8) to estimate the first term we see that the L? norm of the last term
on the right of (10.8) is bounded by a constant times E? plus ||F||7 which
= Y \1<r, IeT \\ﬁITF]\, and |F|| = (F, F)Y/2. The same is true with the first
part of the first term on the right in (10.8) since |I2| < |I| there and since we
have included all time derivatives in the definition of EZ. It only remains to
deal with the second part of the first term on the right of (10.8). This term
comes from the commutators of ﬁ:IF and A® and we add an additional term to

the energy in order to pick it up. Let
(10.11) Dy = 2¢ 2 (Wey, A5 Wep,)

where the sum is over all I) + Iy = I, |I2| < |I| and 5111[2 = 1. This term is
lower order and is again bounded by using (3.13) on the energies CE? E7 ;.
Furthermore,

(10.12) DI:2511112<W€], S Wer,) + (Wer, '§1W€IZ>+(W61,A§1W512>

where, by (3.13) the second to last term is bounded by CEZ ET | and the last
term is bounded by CE? E7 | since we have included all time derivatives in the
definition (10.9). Hence, we have proved that
(10.13)

By + Dyl < CET(E] + | FIIT), |Df| <CEJEL,, r>0, EI =0

Using induction and a Gronwall type of argument, see [L1], we have
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LEMMA 10.2. There is a constant C depending only on t and on x(t,y)
but not on € such that

t
(10.14) ET gc/ |77 dr.
0

In fact, integrating the first inequality in (10.13) from 0 to ¢, using the
fact that E;(0) = D;(0) = 0, summing over |I| < r, and using the second
inequality we have (E7)2 < CETET | + C’fg ET(ET +||F||7) dr. Hence

t
(10.15) E. < CE,_1 + C'/ (B, + |F||F)dr, where E.(t)= sup E.(7).

0 0<r<t
Introduction of M, = fg E, dr gives M, — CM, < CE,_1 + C’f(f | ENZ dr.
Multiplying by the integrating factor e~¢*, we see that M, is bounded by
some constant, depending on t times CE,_; + C’fot | F||Z dr. Hence for some
other constant, £, < CE,_; + Cf(f | F||Z dr and (10.14) follows by induction.

From the uniform energy bounds in Lemma 10.2 it follows that

|We|]| < C, where C is independent of £ so that we can choose a weakly
convergent subsequence Wy that converges weakly in the inner product to W
which is also in that space. Let U be a smooth divergence-free vector field
where 0 < ¢ < T in the support. Then

T T
(10.16) / /Q Jap(LEWHU? kdy dr = / /Q JasW(L5*U®) kdy dr
0 0

where L7* is the space time adjoint. The only term that depends on ¢ in L{*
is A%, since A°® is self-adjoint. Since the projection is continuous it also follows
that A°U — AU, as ¢ — 0, strongly in L? if U € H'. Then the right-hand
side of (10.16) converges so we get

T T
(10.17) / / W LIUY) kdy dr = / / g FOU? kdy dr
0 Q 0 Q

where now W is the weak limit. Hence W is a weak solution of the equation.
Furthermore W is divergence-free so it follows that W is weakly divergence-
free; i.e.,

T
(10.18) / / W (0uq) kdydr =0
0o Jao

for all smooth functions g that vanish on the boundary. We now conclude that
W has additional regularity so that we can integrate by parts and conclude
that W is a regular solution.

Note that since the curl of a gradient vanishes

(10.19) curl AW, = 0, when d(y) > e.

It follows that the formulas in Lemma 9.1 hold true for d(y) > ¢ and we have
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LEMMA 10.3. When d(y) > ¢,

(10.20) |Dyewrli: |4 <O (W + W) + [cwl FIY 4,
(10.21) | Dy curlw, ¥ <O (WY + [W-[4).

By Lemma 5.2 (see the last statement):

LEMMA 10.4.
(10.22) W <C(|curlwft + [divW L, + W),
(10.23) WY <O (|curlw_ | + |divIW |4, + |W|7).

Let C’OM’E =0and for r > 1 let

(10.24) CHY*e = || curl|

Ur=1(Q.) + H curlwa\ U—1(Q)>

where

18y = Aumw%@

and Q. = {y € Q;d(y) > €}. Since diviW = divIW = 0 and since d(y) > ¢ in
the domain of integration in (10.24) it therefore follows from Lemma 10.3 and
Lemma 10.4 that

(10.25) ICHel <ol + ET) + ClIE|Y

where C' depends on ¢ and z(¢,y) but is independent of €. This together with
Lemma 10.2 and Lemma 10.4 now gives us uniform bounds:

LEMMA 10.5.
t
(10.26) W%Mmg+W%w&er§CAHHWW‘

We can hence pass to the limit and conclude that the limit W also satisfies
the same estimate and therefore if we integrate by parts in (10.17) and (10.18)
conclude that W in fact is a smooth solution:

PROPOSITION 10.6. Suppose z(t,y) is smooth and (2.7) and (2.8) hold
for 0 <t < T. Suppose also that F is smooth for 0 < t < T, divF =0
and F vanishes to all orders ast — 0. Then the modified linearized equation
(10.1) with vanishing initial data, Wy = Wi = 0, has a smooth solution W
for 0 <t < T, satisfying divW = 0. Furthermore, the solution satisfies the
estimate:

t
(10.27) W+ WY+ BT <, [P o
0
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11. Estimates for the inverse of the modified linearized operator
in the divergence-free class

We will now give improved estimates for the modified linearized equation
(11.1) LW =W + AW — BJW — BiW = F,

within the divergence-free class.

THEOREM 11.1. Suppose that x and p are smooth, p‘ag =0 and that the
coordinate and physical conditions (2.8) and (2.7) hold for 0 <t <T. Let L
be defined by (2.49) and suppose that W and F' are smooth and divergence-free
satisfying (11.1) for 0 <t <T. Then if W’tzo = W|t:0 =0,

(11.2)

1+ 71, < o0 S [

.
(11.3)  [|W|—1 < Kzefotta )T (an_l_s /O 1P|l dr + Zm_HHFlls)
s=0 s=0

for0<t<T. Ifin additionF‘t:():O then forr > 1 and 0 <t <T,

(11.4) (W lp—1 + [W]lr—1 + IIWIIH + col[W ][,

< Kol Zn ) / 1Bl + | Flls + || curl F,) dr

Here ¢y > 0 is the constant in (2.7), where

(11.5) n,= sup ns(t),
0<t<T
(11.6) ns(t) = [|2(E, ) llats.co + 12 )lI34s.00 + [1E(E ) ll245,00

and Ks s a constant, which depends on n_; + c1, where c1 s the constant
n (2.8).

For r = 0, (11.2) is the basic energy estimate from Section 3. For r > 1,
(11.2) follows from first applying Lie derivatives with respect to space tangen-
tial vector fields to the equation and estimating the energy for these as well
as using the evolution equation for the curl and the fact that we can estimate
any derivative by the curl, the divergence and tangential derivatives. The dif-
ference between (11.2) and (10.27) is, apart from the fact that we keep track
of how the constants depend on the solution we linearize around, that we only
have space derivatives in the norms in (11.2). The commutators in the energy
estimate are now estimated using the curl as well as the energies of tangential
derivatives. (11.3) follows from (11.2) by use of (11.1) to estimate W. (11.2)
and (11.3) follow from Proposition 11.4 below.
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The importance of (11.4) is that one gets control of an additional space
derivative ¢o||W||, by only controlling an additional time derivative and the
curl of the right-hand side. (11.4) without the term co||W||, on the left and
||curl F'||s on the right, in principle follows from (11.2) applied to the equation
one gets for W by commuting D; through L; in (11.1). The commutator term
AW can in principle be controlled by the energy of the same order but in order
not to get constants depending on A we will bound it using an additional space
derivative. c¢o||W ||, can be controlled as follows. Using the estimate without
this term in (11.1) gives control of [|[AW||,—;. By Lemma 5.4 this gives us
control of ¢y||W|, if we also control || curlwl||,—1. We then use the fact that
there is an improved evolution equation for the curl which only requires control
of |W||, and not ||[W ||, by Lemma 9.2. (11.4) follows from Proposition 11.9.

Let us rewrite (11.1) slightly:

(11.7) W+ AW =H,  where H=ByW+BW+F

and by (2.51), (2.52) the operators By; and By are on divergence-free vector
fields

(11.8) BiW = —P(g"(Dy goe — wie — 26g5c) W°),
BoW® = P(9"°6(Dy goe — woe — g1e) W°).
It follows from (4.47) and (4.49) that
(11.9) Wi+ AW = Hy + K,  Kr=GMApwy,
Hy = G} (Bor,Wr, + By, Wi,) + Fy

where W; = EéW, Fr = EéF, and A; and B;; are given by (4.41) and (4.43).
Let

(11.10) Er = E(Wy) = (Wi, Wp) + (W, (A4 )W;).
Then
(11.11)
Er=2(Wr, Wi + (A+ DWp) + (W1, GWr) + (Wp, (A + G)Wr)
=2(Wy, K+ Hy) + (W1, W) + (Wi, GWr) + (Wr, (A + G)W;).
The last three terms can be estimated by Er, by (3.42), and so we get
(11.12) \Er| < 2VE| K1 + Hy|| + K3(1+ ¢ ) Er.
However, in order to estimate the first term we must estimate || Kr|| + ||H;||:
LEMMA 11.2. Let ¢;, K, for i =1,2,3, ms and s be as in Definitions
5.2 and 7.1. Now,
(1113)  (GPOWI S Kam W, s =1 — 1] = 1],
(11.14) | Bir, W|| < Karins W1, s=|L|, i=0,1,
(AL15) AW < Ks(ea W+ mgWI), s =T,
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and if r = |I| then

(11.16) 1K) < K3 Y i1 s |[W]is,
s=0

(11.17) 1Hz| < K2 v s(IW s + [1W][s) + | Fl-
s=0

Proof.  The proof of (11.14) and (11.15) uses (4.41) and (4.43) for A;
and By, the bounds (3.9) and (3.3) and (7.10), (7.11) to estimate the pressure
in terms of the coordinate. The proof of (11.13) also uses the interpolation
inequalities in Lemma 6.2. (11.16) and (11.17) are just a combination of (11.14)
and (11.15) with (11.13) and the interpolation inequalities in Lemma 6.2. Note
the remark after Definition 5.2 that |[W|| < Ki(||W|s + |lglls||W]]) if s = |1].
A remark about the estimate (11.15) for Ay, is required. By (4.43) A; = Agi,

which can be estimated by (3.9) if we control HVNSSIpHLx(aQ). In (11.17) we
claim that this will involve at most s+2 space derivatives of the metric. In fact,
Slp = StpClile(Shig) ... (ST10)STp) and ST p = 0 on the boundary and
so it follows that the normal derivative must fall on S’*p so the factors Slio
never get differentiated by V. O

Definition 11.1. Let

(11.18) ES=( Y BN
1|<r,5€S

OfF =l curlw|[fy + [[eurlw | 4,

W)ap= > (W, AW))
|[I|[<r,IeS

where 082 should be interpreted as 0.

Summing up the results in Lemma 11.2, Lemma 9.2 and Lemma 5.3 we
have:

LEMMA 11.3.

(11.19)
r
’E;«S| < K3(1 + c(;l)E;S + Z (Kng,sHWHs =+ K3m7‘+175||w||8) + ”FHra
s=0
and
(11.20)

r r
O+ eurliblly—y < K2 Y rive—s (W5 + [Wlls) + K1 > mes|| Flls,
s=0 s=0
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(11.21) (Wl + Wl + (W)ap < K1Y me_s(CR+ EY),
s=0
and
(11.22) CR+EY < Kiy mes(IWs + W) + (W) as.
s=0

Proof.  The first inequality follows from (11.12) and Lemma 11.2, the
second from Lemma 9.2 and the third from Lemma 5.3. The last inequality
is just due to that ES contains ||«W||$ and differentiating » produces lower
order terms. O

PROPOSITION 11.4. Let ¢cg > 0 and ¢; < oo be such that (2.7) and (2.8)
hold and x is smooth for 0 <t < T'. Let 1, = supy<;< Ms(t), where 1 is as
in Definition 6.2, and set

(11.23) Ep =Wl + Wy + (W) ap

Then for r > 0, there is K3, as in Definition 6.1, such that, for 0 <t < T,

r

A120)  B(1) < Ky T S / P dr)
s=0

and forr >1,

(11.25) [|[W |1 < Kzefo0te’) (me . / ||F|!sd7

+Zm7« 1=slFls)-

Proof. We will prove the estimate for E, = ES 4 CR, in place of E,.
In view of Lemma 11.3 and interpolation, m,ms < Kim,s, the estimate for
E, follows from this. By Lemma 11.3 and interpolation, m,ms < Kim,4s, we
also have

~ r—1
(11.26) (1+cg")Er + K3 Y 1ips1-oEs —i—KlZmr S F s
s=0 s=0

where we also used the fact that 7y < c3. Let a = K3(1 + ¢, 1). Multiplying
by the integrating factor we get

r—1
(11.27) (Ere™ ™) < e K3 (> ritri1-s(Es + | Flls) + mol Fl2),

s=0
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where this is to be interpreted as the absence of the sum if » = 0. Integration
of this gives

(11.28)

t r—1
Er(t) é ngaT (ET(O) +/ (ZmrJrlfs(Es + ||F||s) + nOHFHT) dT)a t S Ta
0 s=0

where the sum is to be interpreted as absent if r = 0. The proof of the estimate
with E, in place of E, is by induction. Since the sum is absent if » = 0 it follows
for » = 0. In general we use the interpolation: m,1_sMgr1—¢ < Crigmmpg1—p <
Ksmyy14. )

To prove the estimate for ||W||,—1 we note that by Lemma 5.3 it is bounded
by the curl and the tangential components:

.
(129 Wl < 0 (et + 3 )
s=0 |I|=s,I€S

where the curl is as estimated in Lemma 11.3 and the tangential components
can be estimated using the equation W; = AW + K; + H; and Lemma 11.2:

(11.30)
r
Z ||WIH < Z (Kng,SHWHS + K3mr+1fsuWH8) + mO”WHTJrl + ||F||r
|[I|<r,IeS s=0

Hence by (11.29), (11.20) and (11.30)

(11.31)
. r ) r+1 r
W1, < Ko ZmT—SHWHS + K3 Zmr-&-l—SHWHS + K ZmT—SHFHS-
s=0 s=0 s=0
(11.25) follows from this with r replaced by r — 1. O

We now want to get estimates for an additional time derivative by differ-
entiating the equation. This gives an estimate for the normal operator through
the equation and together with estimates for the curl gives the estimate for
the additional space derivative sought. Recall that

(11.32) W+ AW =H,  where H=BW,W)+F,
and where B, given by (2.49) or (2.63), is
(1133) EG(VV, W) = _(gac — Wace — dgac) WC + d(gac - wac) we— aq0

where oy = Digap. In order to differentiate with respect to time let us now
write this in the form GW + AW = H:

(11.34) GaWE+ AW = B,(W, W) + gacF°.
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Differentiating the equation gives
(11.35)  gacW* + AW + AW = Dy By(W, W) = dacW + gacF* + gacF*.
Now,
(11.36)

Dy By(W,W) == (Jac — Wac — 0gac) W*
~(Gac — Wac + OWab — G dac = FGac) W + 6 (Jac — wac) W*
+(6(Jac = Wac + 0Wac) = 6 (Jac — wac) )W = 84 Deqo.

In conclusion we get
(11.37)

W + AW + AW = H; where Hy = BoW + BsW + B;W + GF + I
where
(11.38)  ByW®=—P(¢""(2dac — Wac — 5 gac) WF),
(11.39)  BsW®=P(¢"*(26(Jac — Wac) = Jac + Wac + Fgac) W),
(11.40)  ByW"=P(¢"*(6(Juc — wac) + 6 (fac — Wac + Gwac) ) W°).

Applying vector fields to (11.37) gives
(11.41)

Wi+ AW + AW; = Hiy + K11, where Kif = —G]" (A, Wi, + A, W)
and
(11.42) Hyr= GI[1[2 (Bsr, W, + Brr, Wi, + lelwlg) + Fr + GIIJ?GAFIQ-
Let
(11.43) Eyr = E(Wp) = (W, W) + (Wr, (A + I)Wrp).
Then
(11.44)  Eyp=2(W;5, Wi 4+ (A+ DW;) + (W5, GW;) + (W7, (A + G)W;)
= —2(Wr, AWy) + 2(Wy, K1p + Hup) + (Wr, Wr)
+ (W5, GWr) + (Wr, (A+ G)W7).

The last three terms are estimated by Ej; and the second term is estimated
as before by lower energies:

(11.45)  |Eyg| < 2VE 1| AWy + 2/ Eur|| Kir + Hurl| + K3(1 4 ¢5 1) By

However, the estimate of the first term —2(W;, AW;) requires some new ob-
servations. This term could be absorbed by adding 2<W1, AW1> to the energy,
which instead would produce Q(WI, AW7;) and 2<W1, AW1> However, we want
to have an estimate that only requires two time derivatives of the coordinate



THE MOTION OF AN INCOMPRESSIBLE LIQUID 167

and this would require an estimate for A, which requires three time derivatives
of the coordinates. Instead we will use the fact that, by Lemmas 5.4 and 5.5,

(11.46)
IAWT || < Ks(lowr | + [Wrl)) < K3(L+ g ) (1AW + || curl Wi || + [[Wr])).

Then there appears to be a loss of regularity, but remember that we now have
an estimate also for ||| in the energy; by the equation (11.2) we can estimate
|AW,|| < Wil + || K || + || Hf||, where the last two terms were estimated in
Lemma 11.2. curl Wy is by (5.22) up to terms of lower order equal to L% curlw.
At this point we have to use the fact that we have an improved evolution
equation for the curl.

LEMMA 11.5.
(11.47) | Bir, W|| < Kzmng||W ||, s=|h|, 1=7,8,9,
(11.48) |AL, W < K3 (s [[W][ + s [Wh), s = |1,
and if r = |I| then
(11.49)

1B < K3 )i (W s + [ W1ls)
s=0
(11.50)

T T
1H | < K3 Y s (Wl + W lls + (W) + 1 E L + K2 ) rive—s || Fls-
s=0 s=0

Definition 11.2. Let

1/2 .
(11.51) E;fl =( Z Ep1) / , CZ?l = || curlw||® + || curlw|| %,
\T|<r,S€S

where w is as in Lemma 9.1.
Summing up the results in Lemmas 11.5, 9.2 and 5.5 yields

LEMMA 11.6.

T
(11.52) B <Ks(1+cgES + K3 Y i o(|W]s + W)

s=0
r+1 ] T
+K3 Zmr+1—3||W||s + HF”T + Ko Zmr—SHFHS
s=0 s=0
and
) r+1
(11.53) CR < CR+ K> i1 s|[W|s + Ku|| curl B

s=0
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Now,
(11.54)

T s T
IWlr < Ky Zmr—sE;S:l + K3 Zmr—S(HWHs + ”WHS) + Ky Zmr—SHFHS
s=0 s=0 s=1

and

r
(11.55)  col[Wllr1 < K3(CFf + By + Ko > g s(([W]ls + [W]l5)).-
s=0

Proof.  The energy estimate (11.52) follows from the energy estimate
(11.45) and the estimates in Lemma 11.5. The estimate for the curl (11.53)
follows from Lemma 9.2. The estimate for W (11.54) uses Lemma 5.3:

.
(11.56) W < K1Y mp—o(||eurldb]|s—y + ES) + meEf,

s=1
where the estimate for the curl follows from Lemma 11.3, and we use inter-

polation, mgrn, < Ksmgy,. Let us now prove the additional space regularity
(11.56). We have from the equation, AW; = —W;+ H;+ K7, and Lemma 11.2,

r
(1L57) WS4 <E + K2 > i1 s(IW s + [1W]s) + 1,
s=0

IWiISa= > IALEW|
|I|=s,I€eS

and (11.56) follows since by Lemma 5.5:

(11.58) colWir1 < K3 (Cfl + ||W||;~S,A + Zmr-&-l—SHWHS)- O
s=0

PROPOSITION 11.7. Let ¢ > 0 and ¢; < oo be such that (2.7) and (2.8)
hold and x is smooth for 0 <t <T'. Let 1, = supy<;<r 1s(t), where 1 is as
in Definition 6.2, and set

(11.59) Eri =W + Wl + (W) ar + [Wlr + (W)a,
+|| curl@||, + || curlw||, + co||W{|r+1,

where W is as in Lemma 9.1. Then for r > 0 there is K4, as in Definition 6.1,
such that, for 0 <t <T,

r

1 t .
(11.60) E,.1(t) < Kyefs(te )T mr+1_s(Es,1(0)+/0 (IIF]ls + | F 1l
s=0

+ ||curl F||,) dT)
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and forr >1

.
(11.61) [ WW/]lr—1 < KaefFeo DT N g
s=0
t .
(Bua @)+ [ (WY + |+ [lewlF)L) dr)
0

r—1
GRS g (F ]+ E]))-
s=0

Proof. The proof would be the same as the proof of Proposition 11.4 apart
from the fact that we must worry more about the possibility of the constant
co being small. As in the proof of Proposition 11.4 the estimate for £, ; would
follow from the same estimate for Er,l = E;fl + C’Z?l +ET, where ET = E;S + C’Z2
is as in the proof of Proposition 11.4. The critical term with ¢y is by Lemma
11.6 and Lemma 11.3 bounded by the other terms plus lower order terms. Note
that by Lemma 11.3 and interpolation ZZ:O Mypy1— 3E~'r bounds the lower order
terms with || |s and |[W]|,, for s < r in Lemma 11.6. By Lemma 11.6 and
the proof of Proposition 11.4 we have

dEr 1 —1\ = —1 — .. ~
(1.62)  —= <Ka(l+ ) By + Ka(l+c") > iipg1-sEan
s=0

.
+K; Zmr—SHFHS + C||F|;
s=0

where we also used the fact that m; < c4. Let a = K4(1 + ¢, 1). Multiplying
by the integrating factor we get

(11.63)

r—1 T
(Erae™) < e Ko (14 g") D rivrsrmsBoa + > me—|[Flls + [ E,),
s=0 5=0
where the sum is absent if r = 0. Integration of this gives
r—1

t
(1168 Bra) < Kae (Bra0)+ [ (146D i
0 s=0

+ > me—s|Flls + I1E1l) dr ),
s=0
for t < T, where the sum is absent if » = 0. The proof of the estimate (11.60)
with E’r,l in place of E, 1 follows by induction from (11.64). Since the sum in
(11.64) is absent if r = 0 it follows that it is true for » = 0. In general we use
interpolation, My, 41-sMsr1—t < Crgmeg1—¢ < Kgmpp1—¢. (11.61) follows as
in the proof of (11.25). O
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12. Existence and estimates for the inverse of the modified
linearized operator for general vector fields

In this section we will show that the modified linearized operator can be
solved for general vector fields outside the divergence-free class; i.e., we solve

(12.1) LW =F, W|,_,=W|,_,=0

when F' is not necessarily divergence-free. Below we give estimates for the
solution of (12.1) that are good enough that the linearized operator can be
considered as a lower order modification of (12.1). In the next section we will
use these to prove existence and estimates also for the inverse of the linearized
operator by iteration. One gets a new iterate by substituting the previous
iterate into the right-hand side of (12.3) and solving for the new iterate on the
left-hand side. We want estimates that are good enough that we get the same
regularity for the new iterate and so we need estimates for (12.1) that do not
loose regularity going from F' to W.

THEOREM 12.1. Let 0 < T < ¢y <1 and 0 < ¢; < oo be such that (2.7),
(2.8) hold and x is smooth for 0 <t < T. Let ng = supg<;<7 ns(t), where ng
is as in Definition 6.2. Then the equation (12.1), with F smooth, has a smooth
solution W, for 0 <t < T. Furthermore, there is K4 as in Definition 6.1, such
that, for 0 <t <T,

(12.2) V7] — 1+||W||T<K4Zm . / \Flsdr, 31,
and

(123) [|V],— 1<K4an / 17, dT+K4Z o JFle T

As in Section 3 we can decompose W = Wy 4+ Wy where Wy is divergence-
free and W1 is the gradient of a function vanishing at the boundary. By (3.26)
W satisfies

(12.4)

LiWy = —AW; + B;uWy 4+ By Wy + PF, Wol,_, = Wol,_, =0,

=0
where all the terms on the right-hand side are divergence-free and By and Bqq
are bounded operators given by (3.25). By (3.27) and (3.28) W) satisfies

(12.5) Wi =g"0q, Laq =, =0,

qﬂm

where

(12.6) D?(p + 6p =divF, 90’1&:0 = Dtg0’t20 =0
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The solution of (12.6) is a smooth function if F' is smooth so it follows that that
Wi is smooth and hence (12.4) has a smooth solution Wy by Theorem 10.1.
Therefore, we have proved that the modified linearized operator (12.1) has a
smooth solution W if F and z are smooth and the coordinate and physical
conditions are satisfied for 0 < ¢ < 7. However, on the right-hand side of
(12.4) the term AW loses space regularity since A is order one. If we just use
Proposition 11.4 and Proposition 12.3 below we are going to get an estimate
that loses space regularity going from F' to W in (12.1). However, because the
curl of AW; vanishes we can use the improved estimate in Proposition 11.7
that gains an extra space derivative to handle the term —AWj. Let us first
prove the estimate for (12.5), (12.6):

LEMMA 12.2. Suppose that
(12.7) D¢+ 69 = Do —26Dyp+ 6%¢ = .

Let T < 1 and set 1y = supg<;<r 1s(t), where 1y is as in Definition 6.2.
Then, there is K3, as in Definition 6.1, such that for 0 <t <T andr > 1,

(128)  ¢le-1+ ligl- 1<K32 iy [ 151

(129) 6011 < Kggmr_l_s(nfus + [7lar).

Proof.  (12.4) is just an ordinary differential equation for each space
coordinate however one just has to make sure to integrate it in such a way
that we do not get more than two time derivatives on the metric.

(12.10) - Di((Dep)” + 6%¢%) =26 (Dep)* +26( — 6)0” + 2(Degp) f,
chp — 2('7Dt<p + 52p=f.

Integrating this in time and space gives the lowest order energy estimate in
(12.8). The lowest order estimate in (12.9) follows from this since once we have
estimates for the ¢ and Dtcp we get an estimate for D @ from the equation.

In order to get (12.8) and (12.9) for higher derivatives we commute through
R!, defined in Section 4 by R'f = k™ 'RI(kf), where I = (i1,...,i,) is a
multi-index and R' = R;, ... R; is a product of the vector fields in R defined
in Section 4. Then [Dy, R'] = 0 and with ¢; = ngo and 67 = R, we obtain

(12.11)
D2o; — 26 Doy + 6%pr = fr, fr = 261267 Dyor, — 1126, 61,01, + RLf

where the sums are over all combinations of I1 4+ I» = I, respectively Io+ I1 +
I, = I and é"''2 = 1 and d°"*> = 1 unless I» = I in which case they are 0.
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We can now use (12.10) applied to f7 in place of f and ¢ in place of ¢. Here
the terms in f; are lower order. O

Once we get the corresponding bounds for ¢ in terms of div F', the bounds
for W follow from Proposition 6.1.

PROPOSITION 12.3. Suppose that Wi = g™0yq, where q‘m = 0 and
Aq = ¢ where p satisfies

(12.12) D?p +5¢ = divF.

Let T < 1 and set 1y = supg<i<r 1Ms(t), where s is as in Definition 6.2.
Then, there is K3, as in Definition 6.1, such that, for 0 <t < T,

(12.13) Wi @)l + W1 (#)]»

T t
< K3y i, (W1 (0)lls + W1 (0)]]s +/0 IFllsdr), — r>1,

s=1

and

(12.14) Wi (D), < Ks Zmr_s(llWl(O)lls + W1 (0)]ls
s=1

t
+ [1enar v ir@l). e

We will now further decompose the solution of (12.4) into two parts
Wy = Wy + Wo1, where

(12.15) LiWo = =AW = Fou, Wor g = Wor|,_o =0,
and
(12.16) LiWoo = PF + BuWi + BuWi = Foo,  Wao|,_, = Woo|,_, = 0.

For (12.15) we use the estimate in Proposition 11.7 and for (12.16) we use
Proposition 11.4. This together with Proposition 12.3 gives Corollary 12.4
below. Our solution to (12.1) is now obtained as a sum of W' = W+ Wy +Wyo
and so it will satisfy the worst of the estimates in Corollary 12.4. This proves
Theorem 12.1.

COROLLARY 12.4. Let 0 <T < ¢g <1 and ¢; < oo be such that (2.7) and
(2.8) hold and x is smooth for 0 <t < T. Let ng, = supg<;<7 ns(t), where ng
is as in Definition 6.2. Let W1 be the solution of (12.5), (12.6), with Wy the
solution of (12.15) and Wy the solution of (12.16). Then there is K, as in
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Definition 6.1, such that, for 0 <t <T andr > 1,

r t
(12.17) IWille + [Willr <Kgy m._q_, IIFHsdﬂ

s=1

Tl < K> m / |Fllsdr + |IF]L,),

s=1

(12.18) [Woullr—1 + [[Worllr—1 + [Woull» <K4Zn / | F||s dr,
s=1

(12.19)

Wooll+ [ Woollr < K53y 1o / |F|. dr,
s=0

IWooll,- 1<K4Zn / HFusdr+K32m lFl

Proof.  (12.17) follows from Proposition 12.3. By Proposition 11.7 we
have for r > 1

(12.20)  [Worllr—1 + [Worllr—1 =+ col|Woulr + [[Wou[lr—1

<K4an - / [Eoulls + 1Foalls + | curl By 1) dr

It follows that also Wo; ’t:O = 0 since AW; ’t:O = 0. Here the curl of Fy; = AW,
vanishes and D; AW, = AW, + AW, — GAW; so that

r
(12.21) 1B 1 + [ Forllr—1 < Ko > npoq g (WAl + Wi ls).-
s=0

Using (12.17), (12.20) and (12.21) we obtain (12.18). Note that the constant
¢p in (12.20) can be replaced by 1 since we have two consecutive integrals and
we assumed that 0 <t < T < ¢p. Finally from Proposition 11.4 we get

(12.22) \|W00Hr+HW00Hr<K3Z Ny s/HFooHsdT
s=0

ool <25 > / | Foolls dr + Ksl| oo 1.
s=0

Now, the operators By; and Bj; in (12.16) are bounded, which is given by
(3.25), of the same form already studied in Section 9, and PF', the projection,
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is bounded by the estimates in Proposition 6.38; so it follows that

T T
(12.23) [ Foollr < K4an—s(HW1||s + [IWAlls) + K an—s—2HFHs'
s=0 s=0

Combining these inequalities, using interpolation as usual, also gives (12.19).
O

13. Existence and L? estimates for the inverse
of the linearized operator

In this section we finally prove existence and estimates for the the inverse
of the linearized operator

(131) LOW - F7 W‘t:O = W‘t:o = 0’
where Ly = ®'(z) is given by (2.14). Now, (13.1) can be written
(13.2) LW = B3sW + F, Wl = W‘tzo =0,

where the modified linearized operator L; is given by (2.49) and Bj is given
by (2.57). In the previous section we proved existence and estimates for the
modified linearized operator Lq:

(13.3) LW = F, W|,_,=W|,_,=0.

The existence and estimates for (13.3) can now be used to prove existence and
estimates for (13.2), and hence for (13.1), by iteration. We simply define a
sequence by Wy = 0 and for k£ > 1:

(13.4) LW, = BsWi_1 + F, Wk‘t:O = Wk = 0.

=0
We will use the estimates for (13.3) to show that W} converges to a solution
of (13.2) and that the solution of (13.2) satisfies the same estimates as the
solution of (13.3).

THEOREM 13.1. Let 0 < T < ¢y <1 and 0 < ¢; < oo be such that (2.7)
and (2.8) hold and x is smooth for 0 < t < T. Let ny = supgci<p ns(t),
where ng is as in Definition 6.2. Then the equation (13.1), with F smooth,
has a smooth solution W, for 0 < t < T. Furthermore, there is K4 as in
Definition 6.1, such that, for 0 <t < T,

T t

(13.5) Wt + 1W< K0Sy / |Flodr,  r>1,
s=1 0

and

r t r—1
(13.6) [[Wllr—1 < K4 an_s/ 1Fllsdr + K1) ne oy | Flls,  r>1.
s=1 0 s=0
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Proof. The existence and the estimates in the theorem for (13.3) were
given in Theorem 12.1. The estimate for (13.1) follows from the estimate for
(13.3) by writing (13.1) in the form (13.2). If W satisfies

(13.7) LiW = B3W + F, Wl = W‘t:o =0,

where Bs is given by (2.57), then by (13.5) for (13.3),

r t _
(138) W+ Wl < Ki Y m,, /O (IFLs + W] dr. 7> 1.

s=1
We claim that (13.5) for (13.3) follows from this with W = W, by induction,
for some other K. In fact, assume that (13.5) is true for r < k — 1; then it
follows from (13.8) and interpolation that

r t t
(13.9)  [Wlhos + Wl <K: > m, / |Fllsdr + Ky / W, dr
s=1 0 0

r—1 s

t T
0 JO

s=1 k=1

T t t
<KiYom,, [ 1P+ 5 [l ar

s=1

for some other Ky. By a standard Gronwall argument we can get rid of the
|W ||, replacing K4 by some other Ky. Let g(t) = fgt |W]||,dr and f(t) =
Y /S fot |F||ls dr. Then ¢'(t) < K49+ K4f so that (ge‘K“t)/ < K4f and
integrating this up gives g < K4 fot f dr for some other K, and for t < T.
Similarly it follows from (13.5) that the solution of (13.7) satisfies

r t
(13.10) yWHT_ng4Zm_S/O (IF s + W1ls) dr
s=1

r—1

+K1 > n o ([F s+ W), r>1
s=0

(13.6) for (13.1) follows from this with W = W by the estimate (13.5) just
obtained.

It remains to prove existence for (12.2). We put up an iteration Wy = 0
and L1Wy = F + (L1 — Lg)Wg_1, for k > 1. Then L1W; = F so that W,
satisfies the desired estimate and is smooth. Let W), = W), — Wj,_1, for k > 1.
Then W1 = Wy and LWy, = (L1 — Lo)Wj_1, for k > 2. In conclusion

(13.11)
LiWy=F,  LiWg= BsWj_y, k>2,  Wi|_o=Wi|,_,=0
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where Bs is a bounded operator given by (2.57). By estimate (13.8) for each k,

(13.12) Z sup (W k(7 M1 + [Tr (7, )
k= 1

T t N-1
<K me, [Pl X Weldr vz
s=1 k=1

Note that the supremum is inside the sum since we use (13.8) for each Wy
and since on the left of (13.8) we may take the supremum of 7 < t. The same
argument that leads to the proof of the estimate (13.5) for (13.1) from (13.8)
now gives the uniform estimate

(13.13)

N

3" sup (IWe(r -1+ [W(r,)lr) <K4an / |F||sdr, 72>1,
e 10 <t s—1

where K4 is independent of N. (One replaces the sum on the right of (13.12)
by the larger sum on the left of (13.12).) Similarly the uniform estimates
corresponding to (13.5) also hold, as is seen by using (13.10) for each k and
replacing the sum on the right by the larger sum on the left and using (13.13):

N .o T‘ t
(13.14) 3 sup [Walr, 1 <Ks Sy, / | Pl dr
f=10S7t s=1 0

r—1
+K4an 1— sOSUP 1E(T, )]s, 721

s=0
It follows that Wy = Z,ivzl W, is a Cauchy sequence in C2([0, 7], H"~1(2)),
for any T, and hence there is a limit W € C2([0,T], H"~1(Q)), for any T. Ad-
ditional regularity in time follows from differentiating this equation. We have
already proved that DIW = AW + BoW +B1W + BsW e C1([0, T], H ~2(Q));
i.e., DfW is continuously differentiable with respect to time so that
W e C3([0,T],H"2(Q)) and so on. Since this argument is true for any r
it follows that W is smooth. O

14. Estimates for the physical and coordinate conditions

We assume that the physical condition and the coordinate condition hold
initially at time 0 for some constants ¢y > 0 and ¢; < oo and we need to show
that this implies that they will hold with ¢ replaced by ¢y/2 and ¢; replaced
by 2¢q, for 0 < ¢ < T, if T is sufficiently small.

Let us introduce the space time norms:

k
(14.1)  |lulllr = sup_{lu(t,-)lrc0, lealllre = [leelllr + - - + [ Dgwll]-
0<t<T
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LEMMA 14.1. Let M(t) = sup,cq \/|0x/0y[? + |0y/0z|?. Then
(14.2) M(t) <2M(0), for t<T, i T|z||i1M(0)<1/8.
Let N(t) = sup,cpq |Vnp|~t. Then when T is so small that (14.2) holds,

(14.3) N(t) <2N(0) for t<T, if T|p|liM(0)N(0) < 1/8.

Proof. We have |D; 0x/0y| < |||Z|||1 and |D; 9y/0x| < |0y /0x|*| DO /Dy
so that M'(t) < (1 + M?)|||z|||x < 2M?|||Z|||1, since also M () > 1. Hence

(144) M) <M(0)(1- 2||\g';H|1M(0)t)‘1, when 2|||Z]|[1 M (0)t < 1.

Now, Vyp = N%0,p, where N is the unit normal, so that D;Vyp = VyD;:p +
(DiN®)Oyp = VnDip + (DyN®) g NPVyp, since p‘BQ = 0. Furthermore
0 = Dy(gapN*N®) = 2gap(DeN*)N® + (Dygap) N*N® and N* = (9y*/dx')N',
where 6;; N'N7 = 1. Hence |D;Vyp| < M (|0Dyp| + [0Dyz||Vip|). Therefore if
N(t) = sup,caq |Vap| ™!, we have N' < M|||p||[iN? + M|||&[|[1N/2 and if we
use (14.2) and multiply with the integrating factor, N(t) = N (t)e~tMOllIZll
we get N’ < 2eY/8M(0)||[p|||1 N?. Hence

(14.5) N(t) < N(0)e/*(1 = N(0)2e/* M (0)l[[p|lst)

when N (0)2¢Y*M(0)|[p|1t < 1.
This proves the lemma. O
It now follows from Lemma 14.2:

LEMMA 14.2. Let xo be the approximate solution satisfying (2.12) and
suppose that (2.7) and (2.8) holds when t = 0. Then there is a Ty > 0,
depending only on an upper bound for |||zol||s2, c1 and ¢y such that (2.7)
and (2.8) hold for 0 <t < T with ¢y replaced by cy/2 and c; replaced by 2c;
provided that

(14.6)
0<T<Tp, and |||z — zollls2 <1, and (z — x0)|t:0 = Dy(x — xo)‘tzo =0.

Proof. We need to satisfy the conditions (14.2) and (14.3) in Lemma 14.1.
Since |||Z]/|1 < |||zol/la.2+1, (14.2) holds if T < (8c1(|||xo]||a.2+1)) L. To satisfy
(14.3) we use the estimate in Lemma 6.4, where K3 is as in Definition 6.1, to

Hence (14.3) holds if T < ¢o(8c1 + F(|||zoll|a,2 + 1)) . O

obtain [|p]l1,00 < F([|2l3,00 + [|Z]|2,00 + [|&[|1,00) for some increasing function F'.
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15. Tame L*° estimates for the inverse of the linearized operator

We are now going to modify the estimate for the inverse of the linearized
operator in Theorem 13.1 so that it can be used with the Nash-Moser inverse
function theorem in Section 18. We want tame estimates for the inverse of the
linearized operator

(15.1) ' (2)ox =0®, 0<t<T,  dz|_,=Didx|,_,=0,

but the norms in Theorem 13.1 are in terms of W% = §x'9y®/dz" and F® =
§®'9y*/0x" and we like to see our operator as an operator on dx. Using
interpolation and Theorem 13.1 we get
(15.2) (|62l + (|62l + (|62 [|
<K (Wl + W Ilr + W)
Ko (st + [llr41 + o) (] + 7+ 7]

<Ky sup [[F(7,")|lr+1 + K4 sup ([[Z(7,)]lr+4,00
0<r<t 0<r<¢t
(7, )lr+a,00 + [12(7, ) lr+a,00) sup [[F(7, )1
0<r<t

<Ky sup ||0®(7,-)|[r41 + Ky sup ([|Z(7,")|lr+4,00
0<7<t 0<7<¢

F (T lrra.00 + 127, )lr4a,00) sup [|60(7, )1
0<7<t

Another issue is that we have L? estimates of 6z but we need L™ estimates
for . The L? norm is bounded by the L>® norm and the L*™ norm is, by
Sobolev’s lemma, bounded by the L? norm of an additional n/2 derivatives so
one can obviously turn one into the other with an additional loss:

(15.3) (k) < erllult, )llreco < Crlluts lrtry, o= [n/2]+ 1.

Furthermore, the Nash-Moser theorems to follow (§18) are in terms of Holder
spaces, but one can obviously also turn Holder norms into L® norms with a
loss of an additional derivative:

(15.4) O Mlut, koo < lult, Maso < Crllult, Mrsr0,  k<a<k+1

where |[u(t,)|la,0o denotes the Holder norms in Section 17. Let us now intro-
duce the norms

(15.5)
lullloe = Nl + -+ [1Dfullla,, — where |[[Juflla = sup [Ju(t,-)]la,co-
0<t<T

It follows that if (2.7) and (2.8) hold then (15.1) has a solution that satisfies

(15.6)  [lozlla2 < Ka(Il10®@/llasror2 + 10201 |2 latrots2),  a>0.
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We in fact want to solve for u in (2.13):
(15.7) O(u) = ®(u+ z0) — P(x0) = f5.

Then ®'(u) = ® (u + x0) and the norm of = in (15.6) may be replaced by the
norm of ©u = x — xq since

(15.8) lzllla2 < [l = zollla2 + [[lzollla2 < |[lz = zollla2 + Ca

for some constant C, depending on xy. Hence we have proved:

PRrROPOSITION 15.1. Suppose that x is smooth for 0 <t <T and that the
conditions in Lemma 14.2 hold. Then if §® is smooth for 0 <t < T, (15.1)
has a smooth solution dx. Furthermore there are constants C,, depending on
the approzimate solution xg, on (co,c1) in (2.7), (2.8) and on a, such that

(15.9) [l[6z[lla,2 < Ca(lll0®las+ro+2 + Il = 2ollla+ro+o2l0®]1), @ >0,
provided that
(15.10) [z = zolla2 < 1.

16. Regularity properties of the Euler map and tame estimates
for the second variational derivative

Recall that the Euler map is given by

(16.1) ®(z); = D¥x; +0;p, in [0,T] xQ, where 0; = aia

oxt

and where p = U(z) is solved by setting

(16.2) Ap=—(;VFo Vi,  Vi=D;at 0.

Plog =

We will now discuss the regularity properties of ® needed and the defini-
tion of derivatives of ®: Let F = C*([0,T] x Q), Fur = {& € F; |0x/0y| +
|0y/0x| < M} and let I, = I x---x I be k copies of I = [—&,¢], & > 0. Suppose
that T € C™(Ix, Far), m > k; then we claim that ®(z) € C™ (I, F). In fact,
by the proof of Lemma 7.3, p = ¥(z) € C™ (I, F), since there, t € R was just
any parameter and we can replace it by t € R* and replace the derivatives
with respect to ¢ by partial derivatives.

Definition 16.1. Suppose that x € F = COO([O,T] X ﬁ) and w; € F, for
Jj<k.SetT =x+rw;+---+rrw, and suppose that ®(7) is a C* function of
(r1,...,7%) close to (0,...,0) with values in F. We define the &*® (directional)
derivative of ® at the point z in the directions w;, i = 1,.., k by

(16.3)
0 0

O®) () (w1, ..., wp) = R 8—7%@(5)\
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We say that ®(x) is k times differentiable at x if ®(%) is a C* function of
(r1,...,m1) close to (0,...,0) with values in F, and if ®U)(z)(wy,...,w;) is
linear in each of the arguments wy, ..., w;, for j < k.

It is clear that (16.3) is independent of the order of differentiation, but to
conclude that it is multi linear in wy, ..., wy one also needs to assume that it is
continuous as a functional of z, w1, ... wy; see [Ha]. We instead take (16.3) as
the definition of the derivative and once we calculate it the linearity follows by
inspection, in our case. We will assume that ® is twice differentiable in which
case it follows from the above definition that Taylor’s formula with integral
remainder of order two holds:

1
(16.4) (@' (v) — @' (u))w = /0 " (u+s(v—u))(v—u,w)ds,

(16.5) ®(v) — P(u) — D' (u)(v — u)

1
= /0 (1—8)®"(u+s(v—u))(v—uv—u)ds.

The Nash-Moser technique uses these remainder formulas together with tame
estimates for the second variational derivative that we will now derive:

PROPOSITION 16.1. Suppose that x is smooth for 0 <t < T and that the
conditions in Lemma 14.3 hold. Then ® is twice differentiable and the second
derivative satisfies the estimates

(16.6) [[[9” (0, ex) o < Ca (I10alllataalllexllns + Nidalllialllexlasar )
+ Calllz = olllass.alllozl 1 leal[1.1)

provided that

(16.7) |z — xol|a2 < 1.

Here the norms are as in (15.5).

Let us now calculate the second derivative of ® and afterwards prove the
tame estimates for it. Let us first recall the commutator identities:

LEMMA 16.2.
(16.8) (6, 0;] = — (0620,
(16.9) [0,0,0;] = —(9;02%)0;0), — (8;02%) ;0% — (0;0;02%)0).
Furthermore

(16.10) 6, A] = — (L6270, — 2(0'627)9,0;
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and if € is another variation then

(16.11) [3,[e, A]] = ((Ad2")dyex® + (910,02 ) Dyea™
+(Lexh) 062" + (010mex®)0162™) O + 2((0F62™) O eat
+ (0% ex™)d,, 00 + (Oméxk)amewl)(?k@l.

Proof. (16.8) was proved in Lemma 2.2 and (16.9) follows from this since
[0, 0;05] = [0,0;]0; + 0;[9,0;]. (16.10) follows from contracting (16.9). (16.11)
follows from using (16.9) and (16.10) applied to ¢ as well as € in place of §. O

Let Z(t,y,r) = z(t,y) + rox(t,y). The first variational derivative ®'(x) of
the Euler map

®(7);
(16.12) &' (2)02; = 60 (2); = 2 a(:) -
is given by
LEMMA 16.3.
(16.13) @' (x)0x; = D2dx; — Opp ;62 + 9; p’ (6).
Here dp = p'(0x) = W' (z)0x satisfies
(16.14) AP =N + Opp Aoz + 2(0;0,p) 0 62", where
(16.15) SAp =20,V 0,02 9, V* — 20,V §;60"

where dv = Dydx and 5p‘8Q = 0.

Proof.  This follows from a calculation using the fact that § — 6z*9)
commutes with 0; and hence with A or by (16.9). O

Let Z(t,y,r,s) = x(t,y)+rdz(t,y)+sex(t,y). Then the second variational
derivative is given by
62@1‘ (T)
ords

(16.16) & (z)(dz,€ex); = dP(x); =

)
r=s=0

which in turn is given by:

LEMMA 16.4. Let dv = Didx and ev = Dyex. Then
(16.17) ®" (0x, ex); = Opp (&exl Ao 4 ;04! 8;639’“)

—Okp' (ex) ;02" — Op’(6x) Ojex® + 8;p” (O, ex)
where op = p'(0x) = V'(z)dx and dep = p” (dx,ex) = V' (x)(dx, ex) satisfies
(16.18)  A(dep) = [A, de]p + delp, (A, 0elp = f1+2f2 — f3 — 2fa,

deAp = —2fs+2fs — 2f7
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where:

f1=(L62Y) (9sep) + (Dex')(9;0p),
fo = (0;0;0p)(0jex") + (8;0;¢p) (9;6x"),
f3=0;p{(0;027)(Nex’) + (Qrex? ) (A6
+2(0,02") (O 05ex”) + 2(Opex?) (9x0;027)},
fa=0:0;p{ (0027 (Opex®) + (Opox")(Djex®) + (Opex’)(9;02%)},
f5 = (k0" (O0){(0:02") (9jex") + (Diea™)(;02")}
+(9;07)(950") (D027 ) (Dpex?),
fo = (0p07){(8;00%)(0ex’) + (9;ev®) (9,67
+(0;00") (Biex®) + (9ev") (962"},
fr=(0;607)(9;ev"),

and 66p‘69 =0.

Proof. A calculation using the fact that [§,0;] = —(9;02%)0) and edz = 0
gives (16.17). (16.18) follows from Lemma 16.2 and

(16.19) Adep = [6, Alep + e, Alop + [, [e, A]] + SeLsp. O

The estimates for the first and second derivatives of p = ¥(z) are given
in the following lemma:

LEMMA 16.5. Let p = U(x) be the solution of Ap = —(9;V7)9;V",
p}aﬂ = 0, where V.= Dyx. Let ép = p'(dx) = V'(x)dx be the variational
derivative. When Didx = dv and Diex = ev,

(16:20) [9pllrc < K5 (190l + 192l r41.00

+ (lllr42,00 + 1 llr+1,00) (102]]1,00 + H5U||1,oo))
and when p'(0x,ex) = V"' (x)(dx,ex) is the second variational derivative,

(16.21)
||p”(5$>€x)||r,oo
< K3([[00]lr41,00 + 162l 742,00 ([l€2]]1,00 + [l€v]]1,00)
+EK3([lev]lr+1,00 + [[€2[lr+2,00) ([162]1,00 + [[0][1,00)
FEK3([[vllr+2,00 + 2]l r43,00) ([[€2]|1,00 + [l€v]1,00) (192 ]|1,00 + [[60]]1,00)-
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Proof. The proof of (16.20) is similar to the estimate of a time derivative
in the proof of Lemma 6.4. By Lemma 16.3, Lemma 6.3 and Lemma 6.4,

(16.22)
|Adp — 0Apr—1,00 < K16l r+1,00[Pll1,00 + K1llPllr41,00 102|100
+E1 |2l r41,00([Pll1,00 /107 1,00
< K3H5x||r+1,oo + (HUHTJrl,oo =+ ||$||r+2,00) ”51‘”1,00

and

(16.23) ||5Ap||r71,oo < K3(H5x||r,oo + H5U||T,OO)
+E3([|v]lr00 + 12l1r00) (102 (1,00 + [[0v

1,00)7

which proves (16.20). Similarly by Lemma 16.4, Lemma 6.3, Lemma 6.4
and (16.20),

(16.24)  [[[A, delpllr—1,00 < K102 141,00 lepl 1,00 + Killep]lrs1,00]102]]1,00
+ K ||2]lr+1,00|l€p]|1,00 102|100
+K1[16p]lr+1,00l€xl1,00 + Kill€xlr41,00[16p
+K1[#]lr41,00ll€2]]1,00 0P 1,00
+K1[|62][r41,00 [[€2]]1,00 + K1 [ €2 ([ r41,00 [| 62
FE1([2llr41,00 + [1Pllr41,00) [l €21,00 102|100

< K1(||55U||r+2,oo + H€U||r+1,oo) [| 6] 1,00
+K1(||5m||r+2,oo + ||5UH1"+1,OO) ||€Q7H1,oo
FE1([|2llr48,00 + [[V]lr42,00) €2l 1,00 102|100

1,00

1,00

and

(16.25)
[6€AP|lr—1,00
< Ks([[02 1,00 + 100]lr,00) (e 1,00 + [lev]|1,00)
+K3(”6x||r,oo + HGUHT,OO) (H‘qul,oo + H&)HLOO)
G ([[0]lr00+ 12 1r,00) (102]11,00 + 100]1,00) (l€2]]1,00 + ll€2]]1,00)

which proves (16.21). O

From Lemma 16.1, Lemma 16.6, the fact that 9; = (9y®/0x%)0/dy* and
interpolation we have,
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LEMMA 16.6.

(16.26)
|®" (e, 82)il|r.00
< K3([16vlr+2,00 + 102 (143,00 ([[€2]1,00 + [lev][1,00)
+EK3([levllrr2,00 + [l€2lr+3,00) (161,00 + [[0v]]1,00)
FE3([[ollr+3,00 + 2 llrta,00) (le]]1,00 + [l€v]l1,00) (102|100 + [|60][1,00)-

Finally, also using (15.8) we get Proposition 16.1.

17. The smoothing operators

We will work in Holder spaces since the standard proof of the Nash-Moser
theorem uses them. The Holder norms for functions defined on a compact
convex set B are given by, if £ < a <k + 1, where k > 0 is an integer,

|0%u(x) — 0%u(y)|
17.1 U||g,00 = ||U||He = SUP E + sup |u(x
( ) w00 = [[ul eveB 52, E y|a—k e |uz)]

and |lu|| o = sup,ep |u(z)|. Since we use the same notation for the C* norms,
lu]lk,00 = [Jullcr, we will distinguish these by simply using letters a, b, ¢, d, e, f
ete. for the Holder norms and i, 7, k,[,.. for the C* norms. However, since
a Lipschitz continuous function is differentiable almost everywhere and the
norm of the derivative at these points is bounded by the Lipschitz constant,
we conclude that for integer values this is the same as the L* norm of 9%u for
|a] < k, and furthermore, since all our functions are smooth it is the same as
the supremum norm. Our tame estimates for the inverse of the linearized op-
erator and the second variational derivative are only for C* norms with integer
exponents, with B = Q. However, since [|[u]koo < Clltllaco < Cllullk+1.00, if
kE<a<k+1,see (17.2), they also hold for noninteger values with a loss of
one more derivative.
The Holder norms satisfy

(17.2) [ u]la,00 < Cllullp,co, a < b,

and they also satisfy the interpolation inequality

A A
(17.3) lulleoo < Cllullg solluelly 2

where a <c¢<b,0<A<land da+ (1—-Nb=c.
We will use norms which consist of Holder norms in space and supremum
C* norms only in time

(17.4) Nulllar = Sup (I, Va0 + 1 Deut, Maoo + -+ + [1DFult, )llaoo) -
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For the Nash-Moser technique, apart from tame estimates one also needs
smoothing operators Sy that satisfy the properties below with respect to the
Holder norms, and in fact also with respect to the norms above since the
smoothing operators will be invariant under time translation. We have:

PRrROPOSITION 17.1.

(17.5) 1Spullac0 < Cllullb,sor a<bh
(17.6) 1Sptt/la,00 < CO°[[up,00, a=b
(17.7) I(Z — So)ullace < CO[lup 00, a<b
(17.8) 1(S20 — Sp)ttllaco < COPlluflpoe @b >0

where the constants C' only depend on the dimension and an upper bound for
a and b.

Moreover, these estimates hold with the norms replaced by the norms (17.4)
for fixed k.

First we note that (17.8) follows from (17.6), when a > b and from
(17.7), when a < b. (This alternatively follows from an additional property
|d/d0Sgullac0 < COCL|ullp 00, @ > 0, that also holds.)

For compactly supported functions on R"™ there are standard smoothing
operators, see [H1], that satisfy the above properties (17.5)—(17.8), with respect
to the norms defined in (17.1). However we have functions defined on the
compact set Q that do not have compact support in Q. Therefore we need to
extend these functions to have compact support in some larger set, without
increasing the Holder norms more than with a multiplicative constant. There
is a standard extension operator in [S] that turns out to have these properties;
see Lemma 17.2 below. If Sy is the standard smoothing operator mentioned
above, that satisfies (17.5)—(17.8), we define our smoothing operator by

(17.9) Spu = Sy

o where u = Ext(u).

Since Sp satisfies (17.5)-(17.8) and since ||@|p.0o < C||ulp.00, by Lemma 17.2,
it follows that Sy satisfies (17.5)—(17.8).

LEMMA 17.2. There is a linear extension operator Ext such that Ext(f)
= fin {y; [yl <1}, supp Ext(f) C {y; |yl <2} and

(17.10) [€2t(f)lla,o0 < Cll.fllaso0

where the norms on the left are Holder norms in {y; |y| < 2} and the norms
on the right are Holder norms in {y; ly| < 1}, and C is bounded when a is
bounded.
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Proof. We will introduce polar coordinates and for fixed angular vari-
ables w extend a function defined for the radial variable r < 1 to r > 1.
Away from the origin, the change of variables given by polar coordinates is a
diffeomorphism and Hoélder continuity is preserved under composition with a
diffeomorphism x:

(17.11) 1f 0 Ellaoe < Call flla,00-

Therefore, let us first remove the origin by a partition of unity. Let xo €
C°(R) satisfy xo(Jyl) = 1, when ly| < 1/2 and xo(lyl) = 0, when [y| > 3/4,
and let x1 = 1 — xo. Furthermore, we multiply with another cutoff function so
that the extension has compact support in |y| < 2. Let x2 € C§°(R) satisfy
x2(ly]) = 1, when |y| < 5/4 and x2(y) = 0, when |y| > 3/2. If Ext1(f) is
the extension operator in the radial variable, defined in (17.14) below, we now
define the extension Ext(f) of f to be

(17.12) 5$t(f) = Xzé’xh()af) + xof-

Holder continuity in (7,w) follows from Holder continuity of £zt1(f) in the
radial variable and the linearity and invariance under rotations of Exti(f),
using the triangle inequality. In fact if f,(r) = f(r,w) then 0%Exti(f,) =
Ext1(fS), where & = 0% f, and if j+ |a] =k < a < k+1 then by (17.18) and
(17.17)

(17.13)  |9l€ats(f3)(r) — DlEat1(f3)(p)]

< | Ext1(f3)(r) — DL€t (£3)(p)]
HolExt1 (f3 = £5)(p)l

0108 f(r',w) — LIS f (o, w))| k
R AT
0102 f(p,w') — 1O f(p, o) k
it e

It therefore remains to prove the estimates (17.17) and (17.18) for the extension
in the radial variable only given by (17.14).

Suppose that f(r) is a function defined for » < 1. We define the extension
f by Ext1(f)(r) = f(r), when r < 1, and

(17.14) Ext1(f)(r) = /100 flr—=2X(r —1))¥1(A) dA, r>1,

where 1); is a continuous function on [1,00), such that

(17.15) /Oo PN dr =1, /oo Mgyt (\)dA =0, k>0,
1

1
iV < Cy(1+X)7N, N >o0.
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The existence of such a function was proved in [S] where the extension operator
was also introduced. In [S] it was proved that this operator is continuous on
the Sobolev spaces but it was not proved there that it is continuous on the
Holder spaces; so we must prove this. As pointed out above, we only need to
prove that it is Holder continuous with respect to the radial variable.

First we note that if f € C* then the extension is in C*. In fact

(17.16)
& Exty(f)(r) = / FOr =2X(r —1))A =20 (N dr, 7> 1.
1
From the continuity of 8 f and (17.14), (17.15) it follows that
lim &8 Eat1(£)(r) = & (1)
that Extq(f) is in C*, and that for k, an integer
(17.17) sup [0} Et1(f)(r)] < Cpsup [f* (7).

Suppose now that k < a < k+ 1 where k is an integer. We will prove that

sup |0F Ext1 (f)(r) — 8f5xt1(f)(p)! < C,sup f®)(r) - fi)(p)!_
rp [r — pl® rp lr — p|®

(17.18)

If r <1 and p <1 there is nothing to prove. Alsoifr <1l <porp<1<r,
then |r—p| > |1 —p| and |r — p| > |1 —r| so in this case, we can reduce (17.18)
to two estimates with either r =1 or p = 1. Also it is symmetric in r and p so
it only remains to prove the assertion when r > p > 1. Then we have

(17.19)
[ (0 =200 = 1)) = 19 = 220 = 1) (1 = 20" 1 ()

®) (1) — £R) () 0
SSUp |f (/) ,J;,k(p” |’I“—,O|a_k/ ‘(1_2)\)a¢1()\)‘d)\
p’ [r' = ¢/l 1
and using the last estimate in (17.15), (17.18) follows. O

18. The Nash-Moser iteration

At this point, given the results stated in Sections 11-14, the problem is
now reduced to a completely standard application of the Nash-Moser technique.
One can just follow the steps of the proofs of [AG], [H1], [H2], [K1] replacing
their norms with our norms. The main difference is that we have a boundary,
but we have constructed smoothing operators that satisfy the required proper-
ties for the case with a boundary. Furthermore, we avoid doing smoothing in
the time direction; a similar approach was followed in [K2]. Alternatively, one
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could follow the approach of [Ha], where it is proved that C* of a compact
manifold with a boundary is also a tame space. Just one small detail is missing
which is that the the set [0,7] x Q is not smooth at {0} x 92, and again we
get back to the situation were it is preferable just to do smoothing in the space
directions only.

We will follow the formulation from [AG] which is similar to [H1], [H2].
The theorem there is stated in terms of Holder norms, with a slightly different
definition of the Holder norms for integer values. However, the only properties
that are used from the norms are the smoothing properties, (17.5)—(17.8) and
the interpolation property (17.3) which we proved with the usual definition,
i.e. the one used in [H1].

Let us also change notation and call ®(u) in (2.13) ®(u). Let

(18.1)
k
llulllag = sup JJu(t,)llaco + -+ [Diult,-)lla,co; lullla = lllwllla.0,
0<t<T

where ||u(t, )|/, are the Holder norms; see (17.1). Proposition 15.1 and Propo-
sition 16.1 now say that the conditions (H;) and (H2) below hold:
(H1): @, is twice differentiable and satisfies

(18.2)  [|[®"(u)(v1, va)llla < Ca<|||vl|||a+u,2\| [valllp2 + [[vrll|p2llo2]] !a+u,2)
+Col||ul| |a+u,2

[villlp2lllv2]l|2,
where p = 5, for u,v1,v2 € C([0,T],C®(Q)), if

(18.3) Nulllpz <1, p=5.

(H2): If uw e C°([0,T],C>(Q2)) satisfies (18.3) then there is a linear map
¥(u) from C®([0,T], C>®(Q)) to C*([0,T],C>(Q)) such that ®'(u)y(u) = Id
and

(18.4) 1 (w)glla2 < Calllgllara + glllx llullla+a.z),
where A = [n/2] +3 and d = [n/2] + 7.

PROPOSITION 18.1. Suppose that ® satisfies (H1), (Hz2) and ®(0) = 0.
Let a > p, a>d, a > X+2u, a ¢ N. Then:

There is neighborhood Ws = {f € C®([0,T],C(Q)); |l flllazr < 6%},
0 > 0, such that, for f € Ws, the equation

(18.5) P(u) = f
has a solution u = u(f) € C?([0,T],C>®(Y)). Furthermore,

(18.6) Nu(lllaz < Cllflavs, o <a
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In the proof, we construct a sequence u; € C*°([0, T, C*°(2)) converging
to u, that satisfies |||u;||u2 < 1 and [||Sju;l||u2 < 1, for all j, where S; is the
smoothing operator in (18.7). The estimates (18.2) and (18.4) will only be
used for convex combinations of these and hence within the domain (18.3) for
which these estimates hold.

Following [H1], [H2], [AG], [K1], [K2] we set

(18.7)
U1 = u; + Sug, Su; = P(S;ui)gi, uo =0, S;=Sp,, 0;=002", 6o > 1.

The g; are to be defined so that u; formally converges to a solution and then

(18.8) ®(uiy1) — P(us) = D' (us) (uiy1 — u;) + €f = ®'(u)(Siwi)gi + €f
= (®"(us) — ' (Siui))¥(Siwi)gi + gi + € = € + €] + gi,

where

(18.9) 6; = ((I)/<’LLZ‘) — @'(Slul))éuz,
(18.10) 6;/ = <I>(ui+1) — <I>(ul) — @'(ui)éui,
(18.11) e;=¢,+ €.

Therefore

(18.12) <I>(ui+1) — <I>(uz) =e;+9;

and adding, we get

7 i—1
(18.13) (I)(ulqu) = Zgj + S;E; +e; + (I — Sl)EZ, E; = Zej.
=0 =0

To ensure that ®(u;) — f we must have

(18.14) igj + SiEi = S5if.
=0
Thus
(18.15) go="5Sof,  gi= (S —S8i-1)(f — Ei-1) — Siei1
and
(18.16) ®(u;) = Sif + i+ (I — Si)E:.

Given wg, uq,. .., u; these determine dug, duq, ..., 0u; which by (18.9), (18.10)
determine eq,...,e;_1, which by (18.15) determine g;. The new term wu;;1 is
determined by (18.7).
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LEMMA 18.2. Assume that |||u;|||p2 < 1, |||wis1]]
< 1. Then
(18.17)
legllla < Ca<|||(f = Si)uilllatp2ll|owilllu2 + [11(1 = Sz‘)uz‘H\u,zH\fSUiH!a+u,2>
+Cll1Siuilllat 2l (T = Si)uilllw2ll|0will |2

p2 <1 and ||| Siuil].2

and

(18.18)  [lelllla < Cr (1100 a 2

|0wi[] 1,2 + H|Uima+u,2”’5%‘”‘2,2)-

Proof. The proof of (18.17) makes use of
(18.19)
1
(CI)'(ui) - @’(Szuz))éuz = / @”(Siui + S(I — Sz)uz)(uz — S;u;, 511,,) ds
0
together with (18.2). Note that from the third term in (18.2) we get a term

that is not present in (18.17) since it can be bounded by the others using the
assumptions. In fact, since |||wl||u2 + [||Siwilllp2 < 2,

(T = S)tilllatpu2|I(T = Siuilllw2lllowillle < 21 = Si)uilllatp,2
(18.18) makes use of

[0l ,2-

1
(18.20)  ®(uiy1) — P(uy) — D' (w;)du; = /0 (1 — 8)®" (u; + séu;)(du;, du;) ds

together with (18.2). Here we used the fact that |||du;|||atu,2]
2[[10wi lla-+ 2l 10 |

ouilllhe <
O

2

Let @ > e and & — o > 2(av — p). Throughout the proof C, will stand for
constants that depend on a but independent of n in (18.21).
Our inductive assumption (H,,) is,

(18.21) l[ouilllaz < 3697,  0<a<a, i<n

If n = 0 then if a < &, we have |||dug|||a.2 < Call|flllasr < Cad?, so it follows
that (18.21) holds for n = 0 if we choose § so small that Cz8 < 65, We must
now prove that (H,) implies (Hy41) if CL6 < 1, where C% is some constant
that only depends on & but is independent of n.

LEMMA 18.3. If (18.21) holds then fori <n
(18.22)

(VAN
Q

INA
o}

> 6uslllaz < Cad(min(i, /| —al) + 1)(67* +1), 0
=0
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Proof.  Using (18.21) we get Zé':o I6ujl|la2 < Coud Z;ZO 9i(a=a) 4pd

when 351279 < C(min (1 4 1/s,i) + 1), if s > 0, (18.22) follows. O

LEMMA 18.4. If (Hy,), i.e. (18.21), hold and & > «, then fori <n+1,

(18.23) lwilllaz < Cad(min(i, 1/]a — al) + 1)(6%* +1), 0 < a < &,
(18.24) 1S5l laz < Cad(min(i, 1/]a — a) + 1)(6%* + 1), a > 0,
(18.25) 1[I = Si)uilllaz < Cad0™, 0<a < d

~ Proof. The proof of (18.23) is just summing up the series u;+1 =
> j—oO0uj, using Lemma 18.3. (18.24) follows from (18.22) using (17.5) for
a < & and (17.6) with b = & for a > &. (18.25) follows from (17.7) with b = &

and (18.23) with a = a. O
Having assumed that o > u, we note that in particular,

(18.26)
|HUZ‘H’M72 <1 and |HSZUZH’M72 <1, for i<n+1 if CM(S < 1.

As a consequence of Lemma 18.4 and Lemma 18.2 we get

LEMMA 18.5. If (H,,) is satisfied and o > p, then for i <mn,
(18.27) €4l < Ca62672"M  0<a<a—p,
(18.28) l€?]lla < Cad?602"  0<a<a-—p

As a consequence of Lemma 18.5 and (17.8) we get

LEMMA 18.6. If (H,) is satisfied, then fori <mn+ 1,

(18.29) I Siei—tllla < Ca6260" 2@, a>0,
(18.30) 11(S: = Si-1)fllle < Cab; 71 £ 114 a0,
(18.31) I = 8)fllla < CablPlIf N3, O<a<p.
Furthermore, if & — p > 2(av — p):

(18.32)  [[1(Si = Si—1)Eic1lla < Co620°727H 4 >0

(18.33) I = S)Eillla < Cad®0; 27", 0<a<a—p

Proof.  (18.29) follows from (18.27). For a < & — p we use (17.5) with
b = aand for a > & — p, we use (17.6) with b = & — p. (18.30) follows
from (17.8) and (18.31) follows from (17.7). Now, E; = Z;;% ej and so by

Lemma 185 |[|E;llla—y < Cud? Z;;%] Hf_M_Q(Q_”) < Cé529?_“_2(a_”), since

we assumed that the exponent is positive. (18.32) follows from this and (17.8)
with b = & — p and similarly (18.33) follows from (17.7) withb=a& —p. O
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Now, we have

LEMMA 18.7. If (H,) is satisfied, & — pu > 2(a — p), and o > p then for
1 <n+1,

(18.34) lgillla < Cad265 2" £ CLb® |1 fllls,  a>0.

Using this lemma and (18.4) we get

LEMMA 18.8. If (H,) holds, & — u > 2(a — u), o > p, o > d then, for
1 <n+1,

(18.35)  [[|0willlas < Cad®6; T L G| fl1567 0, a0,

Proof. Using (18.7), (18.4), (18.34) and (18.24) we get
(18.36)  [[6uslllaz < Ca (8207727 4 | 11567727
+Ca (626,77 1 || £l p67 )
S(min(i, 1/|a — a —d|) + 1)(#¢T47> +1).
The lemma follows from the fact that
min (4, 1/]a —a —d|) + 1 < COT /(0774 4-1),

where C' is a constant depending on o — d > 0 but independent of 3. O

If, we now pick # = o+ A, and use the assumptions that A+ o < 2(a—p),
and ||| f|||atrx < 02, we get that for i < n + 1,

(18.37) [6uill|a2 < Cad®02~%,  a>0.
If we pick § > 0 so small that
(18.38) Cad <1,

the assumption (H, 1) is proven.
The convergence of the u; is an immediate consequence of Lemma 18.2:

(18.39) D vt — tilllaz < Cad, a<a
i=0

It follows from Lemma 18.6 that

(18.40) @ (i) = fllla < Cab®0

which tends to 0, as i — oo, if a < a + A.

It remains to prove u € C%([0,T],C*(Q)). Note that in Lemma 18.8 we
proved a better estimate than (H,). In fact if we let v = 2(a—p) — (a+A) >0
and o = o+, then |||f]||ar+x < C implies that

(18.41) 16uillla2 < CaB2™,  a>0.
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Using this new estimate, in place of (H,,), we can take Lemma 18.3 to Lemma
18.8 and replace o by o’ and § by 1. Then it follows from Lemma 18.8 that

(18.42) 16uilllaz < Cabl ™9 1 CLoT I £1l1

and if we now pick ¥ =2(a¢/ —pu) — (A —a/) =2y and o/’ =/ ++' = a + 27,
and use the fact that ||| f|||w+y < C, we see that

(18.43) [10wi||a,2 < Caé?f_a”, a > 0.

Since the gain 7y > 0 is constant, repeating this process yields that (18.41)
holds for any o and hence that (18.39), (18.40) hold for any o > 0 (with ¢
replaced by 1). It follows that u; is a Cauchy sequence in C*([0,T],C*(0)),
for any k, and hence that u; — u € C?([0,T],C>*(Q)) and ®(u;) — f €
C([0,7],C>(9)). (18.6) follows from (18.37) with 62 = ||| f|/la+a. This con-
cludes the proof of Proposition 18.1.
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