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Global solutions of the Euler–Maxwell
two-fluid system in 3D

By Yan Guo, Alexandru D. Ionescu, and Benoit Pausader

Abstract

The fundamental “two-fluid” model for describing plasma dynamics is

given by the Euler–Maxwell system, in which compressible ion and elec-

tron fluids interact with their own self-consistent electromagnetic field. We

prove global stability of a constant neutral background, in the sense that

irrotational, smooth and localized perturbations of a constant background

with small amplitude lead to global smooth solutions in three space di-

mensions for the Euler–Maxwell system. Our construction is robust in

dimension 3 and applies equally well to other plasma models such as the

Euler–Poisson system for two-fluids and a relativistic Euler–Maxwell sys-

tem for two fluids. Our solutions appear to be the first nontrivial global

smooth solutions in all of these models.
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1. Introduction

A plasma is a collection of fast-moving charged particles. It is believed

that more than 90% of the matter in the universe is in the form of plasma,

from sparse intergalactic plasma, to the interior of stars to neon signs. In

addition, understanding of the instability formation in plasma is one of the

main challenges for nuclear fusion, in which charged particles are accelerated

at high speed to create energy. We refer to [2], [9] for physics references in

book form.

At high temperature and velocity, ions and electrons in a plasma tend to

become two separate fluids due to their different physical properties (inertia,

charge). One of the basic fluid models for describing plasma dynamics is the

so-called “two-fluid” model, in which two compressible ion and electron fluids

interact with their own self-consistent electromagnetic field. Such a Euler–

Maxwell system describes the dynamical evolution of the functions ne, ni :

R3 → R, ve, vi, E,B : R3 → R3, which evolve according to the quasi-linear

coupled system,

∂tne + div(neve) = 0,

neme [∂tve + ve · ∇ve] +∇pe = −nee
ï
E +

ve
c
×B
ò
,

∂tni + div(nivi) = 0,

niMi [∂tvi + vi · ∇vi] +∇pi = Znie

ï
E +

vi
c
×B
ò
,

∂tB + c∇× E = 0,

∂tE − c∇×B = 4πe [neve − Znivi] ,

(1.1)

together with the elliptic equations

(1.2) div(B) = 0, div(E) = 4πe(Zni − ne)
and two equations of state expressing pe and pi in terms of ne and ni. These

equations describe a plasma composed of electrons and one species of ions. The

electrons have charge −e, density ne, mass me, velocity ve, and pressure pe,

and the ions have charge Ze, density ni, mass Mi, velocity vi, and pressure pi.
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In addition, c denotes the speed of light and E and B denote the electric and

magnetic field. The two equations (1.2) are propagated by the dynamic flow,

provided we assume that they are satisfied at the initial time.

The full Euler–Maxwell system (1.1) with constraint (1.2) forms the foun-

dation of the “two-fluid” model in the plasma theory, which captures the com-

plex dynamics of a plasma due to electromagnetic interactions present in the

model. Even at the linear level, there are new ion-acoustic waves, Langmuir

waves, as well as light waves etc. At the nonlinear level, the Euler–Maxwell

system is the origin of many well-known dispersive PDE, such as KdV [22], KP

[37], [42], Zakharov [46], Zakharov-Kuznetsov [37], [42] and NLS, which can be

derived from (1.1) and (1.2) via different scaling and asymptotic expansions.

We also refer to [7], [8], [12] for derivation of the cold-ion and quasi-neutral

equations and to [3] for a study of a similar model for semiconductors.

In this paper we consider perturbations of the flat neutral equilibrium,

namely (n0
e, v

0
e , n

0
i , v

0
i , E

0, B0) = (Zn0, 0, n0, 0, 0, 0), for constant n0 > 0 to the

Euler–Maxwell system (1.1) and (1.2). From a PDE viewpoint, the full Euler–

Maxwell system (1.1) with constraint (1.2) can be classified as a system of

nonlinear hyperbolic conservation laws with no dissipation and no relaxation

effects.1

In some cases, mostly under suitable irrotationality assumptions, systems

of hyperbolic conservation laws can be reduced to systems of nonlinear wave

equations. In the case of massless wave equations, the global theory for small

data is reasonably well understood in three dimensions. Some key develop-

ments include the work of John [30] showing that blow-up in finite time can

happen even for small smooth localized initial data of a semilinear wave equa-

tion, the construction of “almost global” solutions by John and Klainerman

[31], the introduction of the vector field method by Klainerman [35], and the

understanding of the role of “null structures,” starting with the works of Klain-

erman [33], [36] and Christodoulou [4]. These results eventually led to the

spectacular proof of Christodoulou and Klainerman [6] of the stability of the

Minkowski space-time among solutions of the Einstein vacuum equations. An

alternative, shorter proof of this stability result was given recently by Lindblad

and Rodnianski [40], using the concept of “weak null structures” [39].

On the other hand, a classical result of Sideris [44] demonstrates that, for

the compressible Euler equation for a neutral gas, shock waves will develop

even for smooth irrotational initial data with small amplitude. This shock

formation was recently further described in [5] (see also [1]).

1When dissipation or relaxation is present, one expects stronger decay, even at the level of

the L2-norm; see, e.g., [3], [41] and the references therein. In our case however, the evolution

is time-reversible and we need a different mechanism of decay based on dispersion.
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In our situation, the Euler–Maxwell system (1.1)–(1.2) cannot be reduced

to systems of wave equations, decoupled at the linear level, even under irro-

tationality assumptions. However, in a (highly simplified) approximation, one

can think that the system can be reduced to a coupled system of two Klein–

Gordon equations with different speeds and no null structure and a wave-like

equation with certain null structure at the origin (see (1.3)–(1.5) below).

While global results are classical in the case of scalar Klein–Gordon equa-

tions, starting with the application of the vector field method by Klainerman

[34] and the introduction of the normal form transformation by Shatah [43]

(see also [45], [10], [11]), it was pointed out by Germain [13] that there are

key new difficulties in the case of two Klein–Gordon equations with different

speeds. In this case, the vector field method does not seem to work well, due

to the absence of a suitable “scaling” vector field, and there are large sets of

space-time resonances (see (1.6)–(1.8)) that contribute in the analysis.

In [13] and [14], the authors study semilinear and quasilinear systems of

two Klein–Gordon equations with different speeds in dimension three, using

the “space-time resonance method,” and prove global existence and scattering

(with weak decay like t−1/2), in certain cases that cover most parameters. A

robust result in this direction, which gives time-integrability of the solution in

L∞ and works for all speeds, was obtained by two of the authors in [26]. The

analysis in [26] can be regarded as a highly simplified model for the analysis

in this paper.

The goal of this paper is to develop a flexible method that can be used

to deal systematically with complicated physical coupled systems, such as the

Euler–Maxwell system, at least in dimension 3. The strategy described here,

initiated in the previous works [25], [26], shares some similarities with the

space-time resonance method of Germain–Masmoudi–Shatah [16] (see also the

recent work of Gustafson–Nakanishi–Tsai [24]). We introduce, however, a new

analytic framework that involves function spaces localized in both space and

frequency, which are naturally compatible with the introduction of fractional

powers of the weights. This framework, which can also be combined naturally

with partial vector field methods and modified scattering (see, for example, the

recent paper [27]), allows us to analyze efficiently bilinear operators such as

those in (1.6), with complicated oscillatory phases and large sets of resonances.

In particular, we are able to describe precisely the geometric structure of sub-

level sets of the space-time gradients of the relevant phase functions (see (1.7))

and use analytic techniques (such as localization in the Fourier space and L2

orthogonality arguments) and the intrinsic curvature of these sets to control our

bilinear operators. We find this approach more precise and flexible analytically,

which is crucial to analyze the complicated phase functions (1.7) arising in the

Euler–Maxwell system.
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Our approach seems flexible and robust and can be extended to other

quasilinear problems in 3D, such as the Euler–Poisson system for two-fluids

and the relativistic Euler–Maxwell system for two fluids, which enjoy natural

(Galilean or Lorentz) symmetry. Such models will be discussed in separate

papers [20]. In all of these models, including the Euler–Maxwell model we

consider in this paper, the solutions we construct appear to be the first smooth,

nontrivial global solutions.

1.1. Description of the method. To analyze the global dynamics of solu-

tions of the system (1.1) we use a combination of dispersive analysis and energy

estimates, relying heavily on the Fourier transform. (See [4], [16], [17], [24],

[34], [33], [43] for previous seminal works.) To overcome the quasilinear nature

of the nonlinearity and ensure global existence, we use classical high-order en-

ergy estimates to make up for the loss of derivatives in the nonlinearity. Global

existence follows if a lower regularity L∞ norm decays faster than 1/t.

This crucial decay property is established by semilinear analysis of systems

of dispersive equations. Assuming also a suitable form of irrotationality, after

normalizations the system (1.1) can be reduced to a system of quasilinear

coupled equations of the form

(1.3) (∂t + iΛi)Ui = Ni, (∂t + iΛe)Ue = Ne, (∂t + iΛb)Ub = Nb,

where Ui, Ue, Ub are complex-valued functions (corresponding roughly to the

ion variables, the electron variables, and the Maxwell field respectively), and

Ni,Ne,Nb are quadratic nonlinearities. The operators Λi,Λe,Λb are pseudo-

differential operators obtained by diagonalizing the system at the linear level,

and their symbols are quite complicated. (See (3.4) for the precise formulas.)

In a first approximation, one can think that the operators Λi,Λe,Λb are defined

by the symbols2

(1.4) Λi(ξ) = |ξ|
√

2 + |ξ|2
1 + |ξ|2

, Λe(ξ) = C
»

1 +A|ξ|2, Λb(ξ) = C
»

1 +B|ξ|2,

where C is a sufficiently large constant, A,B ∈ [1,∞), and B ≥ 2A. In other

words, the system can be thought of as a coupled system of Klein–Gordon

equations with different speeds for the variables Ue and Ub and a wave-like

equation for the variable Ui. The nonlinearities are quasilinear; in a first

approximation one can think of them as semilinear quadratic nonlinearities, of

the form

(1.5) Ni = |∇|(1−∆)−1/2Fi(U,U), Ne = Fe(U,U), Nb = Fb(U,U),

2We remark that Λi is related to the ion-acoustic waves, Λe is related to the Langmuir

waves, and Λb is related to the light (electromagnetic) waves.
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where U = (Ui, Ue, Ub). The ion nonlinearity Ni has “null structure” at the

origin in the frequency space, described by the operator |∇|(1−∆)−1/2 in front

of the nonlinearity, but no other relevant null structures appear to be present

in the problem.

Expecting some form of scattering, we express the solution as free evo-

lutions from profiles that vary more slowly in time, Uσ(t) = e−itΛσVσ(t),

σ ∈ {e, i, b}. After suitable algebraic manipulations, and appropriate use of

the Fourier transform, we need to study bilinear operators T of the form

(1.6) ◊�T [f, g](ξ) =

∫
R

∫
R3
eitΦ(ξ,η)m(ξ, η)f̂(ξ − η, t)ĝ(η, t)dηdt,

with a phase Φ that is specific to each interaction and that is of the form

(1.7) Φ(ξ, η) = Λ0(ξ)± Λ1(ξ − η)± Λ2(η), Λj ∈ {Λi,Λe,Λb}.

As a first approximation, one may think of f , g as being smooth bump functions

and m being essentially a smooth cutoff, and the main challenge is to estimate

efficiently the infinite time integral. It then becomes clear that a key role is

played by the properties of the function Φ and, in particular, by the points

where it is stationary,

(1.8) ∇(t,η)[tΦ(ξ, η)] = 0, i.e., Φ(ξ, η) = 0 and ∇ηΦ(ξ, η) = 0.

The collection of such points forms the space-time resonant set. This was

already highlighted in [16] and forms the basis of the “space-time resonance

method,” as developed in several problems in [13], [14], [16], [17], [18]. In

some situations, one has no or few fully stationary points and the task is

mainly to propagate enough smoothness of f̂ , ĝ to exploit (non)stationary-

phase arguments.

However, in our case the space-time resonance set is very rich. It was

already pointed out by Germain [13] that a key new difficulty arises even in

the case of a system of two Klein–Gordon equations with equal masses and

different speeds. More precisely, one should expect the existence of a finite

number of 2-dimensional sets of space-time resonances of the form {(ξ, η) =

(Rjω, rjω) : ω ∈ S2} for certain values rj , Rj that depend on the parameters.

In our case, the space-time resonance set is substantially more compli-

cated. After a careful analysis of the interactions done in Appendix B, we

isolate three different problematic space-time resonant sets S.

• Case A: we have the case of smooth 2-dimensional spheres

SA = {(ξ, η) = (Rjω, rjω), ω ∈ S2}, Rj 6= 0, rj 6= 0, j = 1, . . . , N.

This case already appears in the analysis of Klein–Gordon equations. As

in [26], we can perform an efficient stationary phase analysis and use ad-

ditional refined orthogonality arguments to prove global existence with
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robust (1 + t)−1−ε decay. The analysis in [26] in the case of Klein–Gordon

equations with different speeds can be thought of as a (highly simplified)

version of the analysis needed to cover this case. Our analysis relies on the

fact that the space-time resonances are nondegenerate, in the sense that

det [∇2
ηΦ(ξ, η)] 6= 0 on the space-time resonant set. This is used implic-

itly in Lemma 6.2 to give a precise description of the set of points where

|∇ηΦ(ξ, η)| ≤ δ. See the discussion in the introduction of [26] on this

nondegeneracy condition.

• Case B: we have a first degenerate sphere

SB = {(ξ, η) = (R′ω, 0), ω ∈ S2}, R′ 6= 0

where, in addition, the phase is not smooth in η. In this case, we use the

fact that the essential speed of propagation of the singular perturbation is

slower than expected (qualitatively, |∇ξΦ(ξ, η)| . |η| � 1 on the space-

time resonant set), and a careful adaptation of the orthogonality analysis

of Case A, keeping track of how the bounds deteriorate as η → 0.

• Case C: the presence of an “ion-like” dispersion relation brings in a strong

degenerate set at 0

SC = {(ξ, η) = (0, r′ω), ω ∈ S2}, r′ 6= 0 or r′ = 0.

Here the problem comes from the strong degeneracy of the phase. Similar

problems already appeared for the Euler–Poisson equation for the ions (see

(1.24)), but for (1.1), we need more refined multiplier estimate and orthog-

onality arguments, combined with additional finite speed of propagation

estimates and use of the null-form structure of the nonlinearity Ni. In the

case of pure ion interactions, we also need to exploit the fact that the phase

Λi is of the form Λi(v) ≈ A|v|−B|v|3 for |v| � 1, with A,B > 0 (compare

with the simplified formula in (1.4)). This leads to the weak ellipticity

bound (8.27), which plays an important role in the proofs in Section 8.

1.1.1. Choice of the norms. We employ and extend the method developed

in [25], [26]. We seek an appropriate space B satisfying two requirements: (1)

the bilinear operator T in (1.6) needs to be bounded

(1.9) T : B ∩HN0 ×B ∩HN0 → B

when applied on solutions of the system, and (2) the free flow of the linearized

Euler–Maxwell system with initial data in the space B should belong to a

space-like L1
tL
∞
x , which has sufficiently strong time decay to close the energy

estimate.
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In order to define such a space B, we measure localization both in space

and in frequency. We quantify these “coordinates” all the way to the uncer-

tainty principle and decompose an arbitrary function as a sum of “atoms”:

f =
∑

X·N≥1

QXPNf, (QXf)(x) ' 1X≤|x|≤2X(x)f(x),

(’PNf)(ξ) ' 1N≤|ξ|≤2N (ξ)f̂(ξ).

We can then define the norms for the space B on each atom. The simplest
norm giving the appropriate decay would be a weighted space x−1−εL2 and

this is the main motivation for our “strong” norm B1. Unfortunately, some

interactions produce outputs that are not bounded in this norm around a 2D

resonant sphere. To account for this, we also introduce another kind of atoms,

the “weak” atoms, bounded only in B2 that barely fail to be in x−1L2, but are

essentially concentrated on the 2-dimensional resonant spheres. Finally, each

atom is allowed to be a combination of the two above types:

‖f‖ = sup
X·N≥1

‖QXPNf‖BX,N ,

‖g‖BX,N = ‖g‖B1
X,N+B2

X,N
= inf

g=g1+g2
{‖g1‖B1

X,N
+ ‖g2‖B2

X,N
}.

We refer to Definition 4.1 for the precise definition of the Z norm and to
Lemma A.5 in Appendix A for the proof that these norms yield the desired

integrability upon application of the linear flow.

1.2. Statement of the main result. In order to state our main result, we

normalize the Euler–Maxwell system in the following way. Assume the pres-

sures are given by the formulas3

(1.10) pe = Pe
n2
e

2
, pi = PiZ

2n
2
i

2
,

with constants Pe and Pi. The physical parameters are then the effective ion

and electron temperatures

kBTe = n0Pe, kBTi = n0ZPi,

where kB denotes the Boltzmann constant, with corresponding electron and

ion thermal speeds4

Ve =

 
n0Pe
me

=

 
kBTe
me

, Vi =

 
n0PiZ

Mi
=

 
kBTi
Mi

.

3In fact, our approach allows us to treat any sufficiently smooth barotropic pressure law,

in particular, the typical power law pe ∼ nγee for some γe > 0 and similarly for pi. We use

the particular quadratic laws for the pressure here only for the sake of concreteness and since

it minimizes the nonlinear terms we have to consider.
4These correspond to the speed of inertial (linearized) waves if one neglects the electro-

magnetic field.
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We also have the Debye length

1

λ2
D

= 4πe2
ï
n0

kBTe
+
Zn0

kBTi

ò
= 4πe2

ï
1

Pe
+

1

Pi

ò
.

The Euler–Maxwell system can be adimensionalized to depend only on

three parameters: the ratio of the electron to ion masses (per charge)

(1.11) ε := Zme/Mi,

the ratio of the temperatures

(1.12) T := Pe/Pi = ZTe/Ti,

and the (normalized) ratio of the speed of light to the ion velocity

(1.13) Cb := ε
c2

V 2
i

=
c2

VeVi

√
Tε =

c2me

n0Pi
.

More precisely, let

λ :=

 
4πe2

Pi
, β :=

 
4πn0Ze2

Mi
,

and

ne(x, t) = n0

î
n(λx, βt) + 1

ó
, ni(x, t) = (n0/Z)

î
ρ(λx, βt) + 1

ó
,

ve(x, t) = (β/λ)v(λx, βt), vi(x, t) = (β/λ)u(λx, βt),

E(x, t) = (4πen0/λ)Ẽ(λx, βt), B(x, t) = (cMiβ/(Ze))B̃(λx, βt).

(1.14)

The parameter β is the ion plasma frequency, and β/λ = Vi is the ion thermal

velocity. In terms of n, v, ρ, u, Ẽ, B̃, the system (1.1)–(1.2) becomes

∂tn+ div((n+ 1)v) = 0,

ε (∂tv + v · ∇v) + T∇n+ Ẽ + v × B̃ = 0,

∂tρ+ div((ρ+ 1)u) = 0,

(∂tu+ u · ∇u) +∇ρ− Ẽ − u× B̃ = 0,

∂tB̃ +∇× Ẽ = 0,

∂tẼ −
Cb
ε
∇× B̃ = [(n+ 1)v − (ρ+ 1)u] ,

div(B̃) = 0, div(Ẽ) = ρ− n,

(1.15)

where ε, T and Cb have been defined above. We will assume throughout the

paper that

(1.16) ε ≤ 10−3, T ∈ [1, 100], Cb ≥ 6T.
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We will make two additional simplifications. Using the system (1.15) it is

easy to see that

∂t
î
B̃ − ε∇× v

ó
= ∇×

î
v × (B̃ − ε∇× v)

ó
,

∂t
î
B̃ +∇× u

ó
= ∇×

î
u× (B̃ +∇× u)

ó
.

Therefore, “generalized irrotational flows” with the property that

(1.17) B̃ = ε∇× v = −∇× u

are naturally preserved for all time. See Proposition 2.1(iii) below for precise

details.

Our main theorem is as follows:

Theorem 1.1. Assume (1.16). Let N0 = 104 and assume that

‖(n0, v0, ρ0, u0, Ẽ0, B̃0)‖HN0 + ‖(n0, v0, ρ0, u0, Ẽ0, B̃0)‖Z = δ0 ≤ δ,

div(Ẽ0) + n0 − ρ0 = 0, B̃0 = ε∇× v0 = −∇× u0,
(1.18)

where δ = δ(Cb, T, ε) > 0 is sufficiently small and the Z norm is defined in

Definition 4.1. Then there exists a unique global solution (n, v, ρ, u, Ẽ, B̃) ∈
C([0,∞) : HN0) of the system (1.15) with initial data

(n(0), v(0), ρ(0), u(0), Ẽ(0), B̃(0)) = (n0, v0, ρ0, u0, Ẽ0, B̃0).

Moreover, for any t ∈ [0,∞),

div(Ẽ)(t) + n(t)− ρ(t) = 0,

B̃(t) = ε∇× v(t) = −∇× u(t) (generalized irrotationality)
(1.19)

and, with β := 1/100,

‖(n(t), v(t), ρ(t), u(t), Ẽ(t), B̃(t))‖HN0

+ sup
|α|≤4

(1+t)1+β/2‖(Dα
xn(t), Dα

xv(t), Dα
xρ(t), Dα

xu(t), Dα
x Ẽ(t), Dα

x B̃(t)‖L∞.δ0.

(1.20)

Our main result demonstrates that even though the Euler–Maxwell sys-

tem (1.1) and (1.2) is much more complicated than the pure Euler system for

a neutral gas, it is in fact more stable in the sense that global smooth solutions

can persist globally without any shock formations. This is a stark and surpris-

ing contrast to Sideris’s result for the pure Euler equations [44]. Our method

is also valid for general pressure laws, the Euler–Poisson system as well as a

relativistic Euler–Maxwell system.

Remark 1.2. We make a few remarks about the assumptions in Theo-

rem 1.1.
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• Condition (1.16) is needed for our careful analysis of the dispersion rela-

tions that appear in the study of the linearized system (see Lemma A.4

in Appendix A). It is consistent with the relevant physical ranges of the

parameters.

• Our hypotheses imply, in particular, that the perturbation is electrically

neutral, i.e., ∫
R3

î
Zn0(1 + ρ0(x))− n0(1 + n0(x))

ó
dx = 0.

This is, however, forced by (1.2) if we assume that the electric perturbation

is integrable.

• The smallness assumption is needed: large deviations from an equilibrium

do create shocks [23].

1.3. Simplified models. The blow-up result of Sideris for the pure com-

pressible Euler equations [44] can be explained from the fact that small ir-

rotational perturbations of a constant background for the pure compressible

Euler equations satisfy a quasilinear wave equation without null-structure of

the form

(1.21) (∂tt −∆)α = Q(α,∇α,∇2α),

where α is related to the unknown and the right-hand side denotes a quadratic

nonlinearity in up to two derivatives of α. This type of equation has slow decay

of linear waves (decay like 1/t) and strong resonances, and therefore blow-up

or formation of shocks is expected.

The Euler–Maxwell system (1.15) contains a nonlinearity Q similar to the

pure compressible Euler case. However, due to self-consistent electromagnetic

interaction, the linearized Euler–Maxwell system exhibits much more complex

and subtle linear and bilinear dispersive effects than the wave equation. The

main task in the present work is to systematically track down and exploit such

dispersive effects mathematically to preserve smoothness globally in time and

prevent shock formation.

In order to put our result in the right context as well as to understand

the wealth of dynamics involved in small perturbations of (1.1)–(1.2), we need

to introduce some intermediate models. The Euler–Maxwell system (1.1) and

(1.2) is such a “master equation” describing very rich and complex plasma dy-

namics that it contains several well-known simplified models in plasma physics.

For instance, in all physical situations,5 me � Mi. It is then natural to for-

mally set ε = 0 in (1.15), which leads to simplified one fluid models for either

5Indeed, the ratio me/Mi is no bigger than the ratio of the electron mass to the proton

mass that equals 1/1836.
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ions (Mi = 1, me = 0) or electrons (Mi = ∞, me = 1). Moreover, if all the

velocities are much smaller than the speed of light, then Cb � 1. Formally

setting6 Cb = ∞ and B ≡ 0 replaces the Maxwell equations by the simpler

Poisson equation. We refer to [7], [8] for other examples.

In the following, we will consider the simplified models in a form that

is consistent with the reformulation (1.15) given appropriate approximations.

This might look somewhat different from the classical form of these models.

However, after an appropriate rescaling the equations should be the same up

to cubic and higher-order terms, which can be treated easily.

1.3.1. Single-fluid models. The simplest model is the Euler–Poisson model

for the electrons

∂tn+ div((1 + n)v) = 0,

∂tv + v · ∇v +∇n = ∇φ,

∆φ = n.

(1.22)

Here the magnetic field vanishes B ≡ 0, and the ions are treated as motionless

with a constant density and only form a fixed charged background. Such a

simplified system is used for describing Langmuir waves in the two-fluid theory.

After a suitable change of unknown, (1.22) can be reformulated as

(1.23) (∂tt −∆ + 1)α = Q(α,∇α,∇2α).

The linearized Euler–Poisson system for irrotational flows is no longer the

acoustic (wave) equation as in the pure Euler system (1.21), but the Klein–

Gordon system with “mass term” created by the plasma frequency due to to

the electrostatic interaction. Taking advantage of the much better properties of

Klein–Gordon equations (faster time decay of linear waves like t−3/2, absence

of quadratic resonances), global smooth irrotational flows were constructed in

[19] via the normal form method of Shatah [43]:

Theorem 1.3 (Stability of a neutral equilibrium solution [19]). Solutions

of equation (1.22) with initial data (n0, v0) that are small, smooth, neutral and

irrotational in the sense that∫
R3
n0(x)dx = 0, ∇× v0 ≡ 0

remain globally smooth and decay to 0 in L∞ as t→ +∞.

The neutral assumption was later removed in [15], and this result was

extended to two spatial dimensions independently in [25], [38] (see also [28],

6This is called the electrostatic approximation.
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[29]). Theorem 1.3 was the first positive result indicating that the disper-

sive effect alone in the two-fluid theory may prevent shock formation,7 and

it started an investigation to understand to which extent the introduction of

electromagnetic forces could stabilize the full Euler–Maxwell system.

Recently, further progress was made in this direction in the study of an-

other simplified model: the Euler–Poisson equation for the ions:8

∂tρ+ div((1 + ρ)u) = 0,

∂tu+ u · ∇u+∇ρ = −∇φ,
−∆φ = ρ− φ.

(1.24)

Here the electron dynamics with constant temperature is decoupled from the

ion dynamics via the Boltzmann relation. The model equation then becomes

(1.25)
Ä
∂tt −∆ + (−∆)(1−∆)−1

ä
α = |∇|Q(α,∇α).

This system has intermediate behavior between (1.21) and (1.23). The lin-

earized solutions decay slowly (like t−4/3) and create many strong degeneracies

near the zero frequency, where the dispersion relation is similar to the wave

dispersion up to third order (see λi in Lemma A.4). Nevertheless, the first and

third authors were able to obtain an analogue of Theorem 1.3 for perturbations

of a neutral equilibrium by using a variation on the normal form method, con-

trolling bilinear multipliers with rough coefficients using arguments inspired

by [24]. Here, a crucial property is the fact that the nonlinearity is an exact

derivative, which helps compensate for the degeneracy at the 0 frequency.

1.3.2. One-fluid models with magnetic fields. Both systems (1.22) and

(1.24) can be reduced (under the irrotational assumption) to a scalar quasilin-

ear equation. This is no longer the case for one-fluid models with nontrivial

magnetic fields, which yield quasilinear systems with different speeds. Bilin-

ear interactions in quasilinear systems generically create resonant sets of 2-

dimensional spheres in the phase space, which are very challenging to control.

This was first studied in [13] for the case of semilinear systems of Klein–Gordon

equations with different speeds (see also [11] for a study of a system with differ-

ent masses) and led in [14] to the first construction of global smooth solutions

7Another way to prevent shock formation is to introduce exponential damping of the

perturbation via dissipation or relaxation (see, e.g., [41]). We will not discuss this at all in

this paper.
8In many works (including [21] and [12], [22], [37]), the Poisson relation in (1.24) is replaced

by

−∆φ = 1 + ρ− eφ

but, for small perturbations, this agrees with (1.24) up to nonlinear corrections that can be

easily handled.
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for the Euler–Maxwell equation for electrons,

∂tn+ div((1 + n)v) = 0,

∂tv + v · ∇v +∇n = − [E + v ×B] ,

∂tB +∇× E = 0,

∂tE − C∇×B = (1 + n)v,

(1.26)

with constraints div(B) = 0 and div(E) = n.

Theorem 1.4 (Stability in the Euler–Maxwell system for electrons [14],

[26]). A solution of (1.26) with initial data (n0, v0, E0, B0) small, smooth, com-

pactly supported, neutral and irrotational in the sense that∫
R3
n0(x)dx = 0,

∫
R3
B0(x)dx = 0, ∇× v0 + CB0 ≡ 0

remains global and smooth and decays to 0 in L∞.

This was first shown in [14] under additional generic conditions on the

parameters. Later in [26], the generic condition was removed and a stronger

(integrable) decay was obtained, providing a robust approach even in the quasi-

linear case. The model system is

(∂tt −∆ + 1)α = Q1(α, β,∇α,∇β,∇2α,∇2β),

(∂tt − C∆ + 1)β = Q2(α, β,∇α,∇β,∇2α,∇2β).
(1.27)

It is important to note that the speed of the electron fluids is different from the

speed of the magnetic field, so that new analytical tools are needed to estimate

the 2-dimensional resonant sphere in the phase space. The main result of [26] is

the natural analogue of Theorem 1.3, and it is the foundation of the approach

we use in this work. Note that in this case, we also need to introduce a decay

condition on the initial data in order to be able to perform a more refined

analysis of the solutions.

1.4. Organization of the paper. In Section 2, we obtain a classical local

well-posedness result in the energy space. In Section 3, we reduce the Euler–

Maxwell system (1.15) into a quasilinear dispersive system and identify the

linearized system, together with the main structure of the nonlinearity. In

Section 4, we introduce the function space Z (see 4.5) and prove the main

Theorem 1.1 assuming boundedness of the relevant bilinear integral operators

as in (1.6)–(1.9). In Section 5, we study the case of nonresonant interactions

for localized atoms. Sections 6, 7, and 8 are then devoted to the study of the

resonant interactions.

In Section 6, we study Case A resonant interactions. We first make use of

an efficient parametrization pσ;µ,ν in (6.5), (6.9)–(6.11), then control precisely
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the output of interactions of “atoms” by carefully designed B2
k,j norm defined

in (4.5) as well as additional L2 orthogonality argument in the spirit of [26].

In Section 7, we study Case B resonant interactions. We make use of

a precise analytic characterization of Case B (Lemma 7.2), decay estimates

Lemma A.5, as well as an orthogonality argument to control the L2 norm to

complete the analysis.

Section 8 is devoted to the study of Case C. We take advantage of the

geometry of angles between η, ξ and ξ−η to obtain extra regularity to overcome

the singularity near zero frequency.

Finally, in Appendix A, we isolate relevant information on the structure

of the dispersion relations λi, λe and λb and provide various stationary-phase

estimates that are needed throughout the proof, and in Appendix B we classify

the quadratic resonances that may appear.

Acknowledgments. The third author expresses his thanks to B. Texier and

A. Cerfon for interesting discussions and helpful references. We would also like

to thank Yu Deng for valuable discussions that clarified several arguments.

2. Energy estimates and the local existence theory

The local existence theory for (1.15) is based on energy estimates. These

in turn are obtained from the physical energy. The (local) energy identity

reads
∂te + div [Je + Ji + Jb] = 0,

e := T
n2

2
+ ε(n+ 1)

|v|2

2
+
ρ2

2
+ (ρ+ 1)

|u|2

2
+
|Ẽ|2

2
+
Cb
ε

|B̃|2

2
,

Je :=

®
Tn+ ε

|v|2

2

´
(n+ 1)v, Ji :=

®
ρ+
|u|2

2

´
(ρ+ 1)u, Jb :=

Cb
ε
Ẽ × B̃.

From this, we obtain our higher-order energies. For any (n, v, ρ, u, Ẽ, B̃) ∈ HN ,

we define

EN :=
∑
|γ|≤N

∫
R3

[
T |Dγ

xn|2 + ε(1 + n)|Dγ
xv|2 + |Dγ

xρ|2

+ (ρ+ 1)|Dγ
xu|2 + |Dγ

xẼ|2 +
Cb
ε
|Dγ

xB̃|2
]
dx.

(2.1)

The following proposition is our local regularity result:

Proposition 2.1. (i) There is δ1 ∈ (0, 1] such that if

(2.2) ‖(n0, v0, ρ0, u0, Ẽ0, B̃0)‖H4 ≤ δ1,

then there is a unique solution (n, v, ρ, u, Ẽ, B̃) ∈ C([0, 1] : H4) of the system

(1.15) with

(n(0), v(0), ρ(0), u(0), Ẽ(0), B̃(0)) = (n0, v0, ρ0, u0, Ẽ0, B̃0).
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Moreover,

sup
t∈[0,1]

‖(n(t), v(t), ρ(t), u(t), Ẽ(t), B̃(t))‖H4 . ‖(n0, v0, ρ0, u0, Ẽ0, B̃0)‖H4 .

(ii) If N ≥ 4 and (n0, v0, ρ0, u0, Ẽ0, B̃0) ∈ HN satisfies (2.2), then

(n, v, ρ, u, Ẽ, B̃) ∈ C([0, 1] : HN ),

and

(2.3) EN (t′)− EN (t) .
∫ t′

t
A(s)EN (s) ds

for any t ≤ t′ ∈ [0, 1], where

A(s) : = ‖∇n(s)‖L∞ + ‖v(s)‖L∞ + ‖∇v(s)‖L∞ + ‖∇ρ(s)‖L∞

+ ‖u(s)‖L∞ + ‖∇u(s)‖L∞ + ‖∇Ẽ(s)‖L∞ + ‖B̃(s)‖L∞ + ‖∇B̃(s)‖L∞ .

(2.4)

(iii) If (n0, v0, ρ0, u0, Ẽ0, B̃0) ∈ H4 satisfies (2.2) and, in addition,

div(Ẽ0) + n0 − ρ0 = 0, B̃0 = ε∇× v0 = −∇× u0,

then, for any t ∈ [0, 1],

(2.5) div(Ẽ)(t) + n(t)− ρ(t) = 0, B̃(t) = ε∇× v(t) = −∇× u(t).

Proof of Proposition 2.1. We multiply each equation by a suitable factor

and rewrite the system (1.15) as a symmetric hyperbolic system,

T∂tn+ T
3∑

k=1

vk∂kn+ T (1 + n)
3∑

k=1

∂kvk = 0,

ε(1 + n)∂tvj + T (1 + n)∂jn+ ε(1 + n)
3∑

k=1

vk∂kvj

= −(1 + n)Ẽj − (1 + n)
3∑

k,m=1

∈jmk vmB̃k,

∂tρ+
3∑

k=1

uk∂kρ+ (1 + ρ)
3∑

k=1

∂kuk = 0,

(1 + ρ)∂tuj + (1 + ρ)∂jρ+ (1 + ρ)
3∑

k=1

uk∂kuj

= (1 + ρ)Ẽj + (1 + ρ)
3∑

k,m=1

∈jmk umB̃k,

Cb
ε
∂tB̃j +

Cb
ε

3∑
k,m=1

∈jmk ∂mẼk = 0,

∂tẼj −
Cb
ε

3∑
k,m=1

∈jmk ∂mB̃k = (1 + n)vj − (1 + ρ)uj .
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Then we apply Theorems II and III in [32] to prove the local existence claim

in part (i) and the propagation of regularity claim in part (ii).

To verify the energy inequality (2.3) we let, for P = Dγ
x, |γ| ≤ N ,

E ′P :=

∫
R3

î
T |Pn|2 +ε(1+n)|Pv|2 +|Pρ|2 +(1+ρ)|Pu|2 +|PẼ|2 +

Cb
ε
|PB̃|2

ó
dx.

Then we calculate

d

dt
E ′P = IP + IIP + IIIP + I′P + II′P + III′P + IVP ,

where

IP :=

∫
R3

2TPn · P∂tndx, I′P :=

∫
R3

2Pρ · P∂tρ dx,

IIP :=
3∑
j=1

ε

∫
R3
∂tn · Pvj · Pvj dx, II′P :=

3∑
j=1

∫
R3
∂tρ · Puj · Puj dx,

IIIP :=
3∑
j=1

ε

∫
R3

2(1 + n) · Pvj · P∂tvj dx,

III′P :=
3∑
j=1

∫
R3

2(1 + ρ) · Puj · P∂tuj dx,

IVP :=
3∑
j=1

∫
R3

2PẼj · P∂tẼj dx+
3∑
j=1

∫
R3

2
Cb
ε
PB̃j · P∂tB̃j dx.

We use the general bound

(2.6) ‖Dρ
xf ·Dρ′

x g‖L2 . ‖∇xf‖L∞‖g‖HM + ‖∇xg‖L∞‖f‖HM ,

provided that |ρ| + |ρ′| ≤ M + 1, M ≥ 1, and |ρ|, |ρ′| ≥ 1. Using also the

equations, we estimate

∣∣∣∣IP +
3∑

k=1

∫
R3

2TPn · (1 + n) · P∂kvk dx
∣∣∣∣ . A(t)‖(n, v, ρ, u, Ẽ, B̃)‖2HN ,∣∣∣∣IIP ∣∣∣∣ . A(t)‖(n, v, ρ, u, Ẽ, B̃)‖2HN ,∣∣∣∣IIIP +

3∑
j=1

∫
R3

î
2TP∂jn · (1 + n) · Pvj + 2PẼj · Pvj · (1 + n)

ó
dx

∣∣∣∣
. A(t)‖(n, v, ρ, u, Ẽ, B̃)‖2HN
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and, similarly,∣∣∣∣I′P +
3∑

k=1

∫
R3

2Pρ · (1 + ρ) · P∂kuk dx
∣∣∣∣ . A(t)‖(n, v, ρ, u, Ẽ, B̃)‖2HN ,

∣∣∣∣II′P ∣∣∣∣ . A(t)‖(n, v, ρ, u, Ẽ, B̃)‖2HN ,

∣∣∣∣III′P +
3∑
j=1

∫
R3

î
2P∂jρ · (1 + ρ) · Puj − 2PẼj · Puj · (1 + ρ)

ó
dx

∣∣∣∣
. A(t)‖(n, v, ρ, u, Ẽ, B̃)‖2HN .

In addition,∣∣∣∣IVP −
3∑
j=1

∫
R3

2PẼj · [Pvj · (1 + n)− Puj · (1 + ρ)] dx

∣∣∣∣
. A(t)‖(n, v, ρ, u, Ẽ, B̃)‖2HN .

Therefore, ∣∣∣∣ ddtE ′P
∣∣∣∣ . A(t)‖(n, v, ρ, u, Ẽ, B̃)‖2HN ,

and the bound (2.3) follows since

EN =
∑

P=Dγx , |γ|≤N
E ′P ≈ ‖(n, v, ρ, u, Ẽ, B̃)‖2HN .

Finally, to verify that the identities (2.5) are propagated by the flow, we let

X := n− ρ+ div(Ẽ), Y := B̃ − ε∇× v, Z := B̃ +∇× u.

Using the equations in (1.15) we calculate

∂tX = ∂tn− ∂tρ+
3∑
j=1

∂j∂tẼj

= −
3∑
j=1

∂j [(1 + n)vj − (1 + ρ)uj ] +
3∑
j=1

∂j [(1 + n)vj − (1 + ρ)uj ] = 0,

therefore X ≡ 0. Moreover

∂t
Ä 3∑
k=1

∂kB̃k
ä

= 0,

therefore
3∑

k=1

∂kB̃k ≡ 0,
3∑

k=1

∂kYk ≡ 0,
3∑

k=1

∂kZk ≡ 0.
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Finally we notice that

∂tY = ∇× (v × Y ), ∂tZ = ∇× (u× Z).

Using energy estimates it follows easily that Y ≡ 0, Z ≡ 0, as desired. �

3. Derivation of the main dispersive system

The main part of this paper is devoted to obtain global time integrability

of the function A defined in (2.4), so as to be able to propagate energy control

using (2.3). In order to do this, one needs to turn the system (1.15)–(1.17)

into a quasilinear system of dispersive equations. This is the purpose of this

section. The main results are summarized in Proposition 3.2.

In the rest of the paper, we use the standard convention that repeated

indices are summed. For ξ ∈ R3 and α = 1, 2, 3, we define

|∇|(ξ) := |ξ|, Rα(ξ) := iξα/|ξ|, Qαβ(ξ) := i ∈αγβ ξγ/|ξ|,

H1(ξ) :=
»

1 + |ξ|2, Hε(ξ) := ε−1/2
»

1 + T |ξ|2,

Λb(ξ) := ε−1/2
»

1 + ε+ Cb|ξ|2.

(3.1)

By a slight abuse of notation, we also let |∇|, Rα, Q,H1, Hε,Λb denote the

operators on R3 defined by the corresponding Fourier multipliers. Notice that

Q3 = Q and QA = |∇|−1(∇×A) for any vector-field A.

Closer inspection of the system (1.15)–(1.17) shows a decoupling at the

linear level of the magnetic unknowns curl(E), B and the electrostatic (Euler–

Poisson) unknowns n, ρ, div(v) and div(u). More precisely, we may define

2Ub := Λb|∇|−1QB̃ − iQ2Ẽ, h := −|∇|−1div(v), g := −|∇|−1div(u).

Recalling that B̃ = ε∇×v = −∇×u and div(Ẽ) = ρ−n, the functions Ub, h, g

together with n, ρ allow us to recover all the physical unknowns, i.e.,

B̃ = 2Λ−1
b |∇|QRe(Ub),

v = ∇|∇|−1h+
2

ε
Λ−1
b Re(Ub),

u = ∇|∇|−1g − 2Λ−1
b Re(Ub),

Ẽ = −∇|∇|−2 [ρ− n]− 2Im(Ub).

(3.2)

Let

Aα = 2Λ−1
b Re(Ub,α).
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In terms of n, h, ρ, g, Ub the system (1.15)–(1.17) becomes

∂tn− |∇|h = −∂α [nRαh]− (1/ε)∂α [nAα] ,

∂tρ− |∇|g = −∂α [ρRαg] + ∂α [ρAα] ,

∂th+ |∇|−1H2
εn− ε−1|∇|−1ρ = −(1/2)|∇| [RαhRαh]

− ε−1|∇| [RαhAα]− (ε−2/2)|∇| [AαAα] ,

∂tg − |∇|−1n+ |∇|−1H2
1ρ = −(1/2)|∇| [RαgRαg]

+ |∇| [RαgAα]− (1/2)|∇| [AαAα] ,

∂tUb,α + iΛbUb,α = −(i/2)Q2
αβ[nRβh− ρRβg + ε−1nAβ + ρAβ],

(3.3)

where the left-hand sides of the equations above are linear in the variables

n, h, ρ, g, Ub and the right-hand sides are quadratic.

We make linear changes of variables to diagonalize this system. Let

Λe := ε−1/2

√
(1 + ε)− (T + ε)∆ +

»
((1− ε)− (T − ε)∆)2 + 4ε

2
,

Λi := ε−1/2

√
(1 + ε)− (T + ε)∆−

»
((1− ε)− (T − ε)∆)2 + 4ε

2
,

(3.4)

such that

(3.5) (Λ2
e −H2

ε )(H2
ε − Λ2

i ) = ε−1, Λ2
e −H2

1 = H2
ε − Λ2

i .

Let

(3.6) R :=

√
Λ2
e −H2

ε

H2
ε − Λ2

i

,

and notice that

(3.7) Λ2
e −H2

ε = ε−1/2R, H2
ε − Λ2

i = ε−1/2R−1.

Let

Ue :=
1

2
√

1 +R2

î
− ε1/2|∇|−1Λen+R|∇|−1Λeρ− iε1/2h+ iRg

ó
,

Ui :=
1

2
√

1 +R2

î
ε1/2R|∇|−1Λin+ |∇|−1Λiρ+ iε1/2Rh+ ig

ó
.

(3.8)

Note that, since R(0) =
√
ε and ρ − n = div(Ẽ), Ue is not singular at the 0

frequency, and since Λi(0) = 0, neither is Ui. Using the system (3.3) it is easy

to check that the complex variables Ue, Ui and Ub satisfy the identities

(∂t + iΛe)Ue = Ne,
(∂t + iΛi)Ui = Ni,
(∂t + iΛb)Ub,α = Nb,α,

(3.9)
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where

<(Ne) =
ΛeRα

2
√

1 +R2

î
ε1/2(nRαh)−R(ρRαg) + ε−1/2(nAα) +R(ρAα)

ó
,

=(Ne) =
|∇|

4
√

1 +R2

î
ε−3/2(εRαh+Aα)(εRαh+Aα)

−R[(Rαg −Aα)(Rαg −Aα)]
ó
,

<(Ni) =
−ΛiRα

2
√

1 +R2

î
ε1/2R(nRαh) + (ρRαg) + ε−1/2R(nAα)− (ρAα)

ó
,

=(Ni) =
−|∇|

4
√

1 +R2

î
ε−3/2R[(εRαh+Aα)(εRαh+Aα)]

+ (Rαg −Aα)(Rαg −Aα)
ó
,

<(Nb,α) = 0,

=(Nb,α) = −(1/2)Q2
αβ

î
nRβh− ρRβg + ε−1nAβ + ρAβ

ó
.

(3.10)

The system (3.9) is our main dispersive system, which is diagonalized at

the linear level. To analyze it we have to express the nonlinearities Ne, Ni,
and Nb,α in terms of the complex variables Ue, Ui, and Ub. Indeed, it follows

from (3.8) that

n =
−|∇|ε−1/2

√
1 +R2Λe

(Ue + Ue) +
|∇|ε−1/2R√

1 +R2Λi
(Ui + Ui),

ρ =
|∇|R√

1 +R2Λe
(Ue + Ue) +

|∇|√
1 +R2Λi

(Ui + Ui),

h =
iε−1/2

√
1 +R2

(Ue − Ue) +
−iε−1/2R√

1 +R2
(Ui − Ui),

g =
−iR√
1 +R2

(Ue − Ue) +
−i√

1 +R2
(Ui − Ui),

Aα = Λ−1
b (Ub,α + Ub,α).

(3.11)

We summarize now the main results we proved in this section. Recall first

the definitions of the main multipliers

Λe(ξ) := ε−1/2

√
(1 + ε) + (T + ε)|ξ|2 +

»
((1− ε) + (T − ε)|ξ|2)2 + 4ε

2
,

Λi(ξ) := ε−1/2

√
(1 + ε) + (T + ε)|ξ|2 −

»
((1− ε) + (T − ε)|ξ|2)2 + 4ε

2
,

Λb(ξ) := ε−1/2
»

1 + ε+ Cb|ξ|2,

(3.12)
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and

|∇|(ξ) := |ξ|, Rα(ξ) := iξα/|ξ|,

Qαβ(ξ) := i ∈αγβ ξγ/|ξ|, H1(ξ) :=
»

1 + |ξ|2,

Hε(ξ) := ε−1/2
»

1 + T |ξ|2,

R(ξ) := [Λe(ξ)
2 −Hε(ξ)

2]1/2[Hε(ξ)
2 − Λi(ξ)

2]−1/2.

(3.13)

The lemma below describes symbol-type properties of some of these mul-

tipliers.

Lemma 3.1. In R3, we have

(3.14) Λ2
e ≥ H2

ε ≥ H2
1 ≥ Λ2

i ≥ |∇|2, Λ2
i . |∇|2,

and

Λ2
e −H2

ε = ε−1/2R, H2
ε − Λ2

i = ε−1/2R−1,

Λe(ξ)
2 −Hε(ξ)

2 = H1(ξ)2 − Λi(ξ)
2

=
2

(1− ε) + (T − ε)|ξ|2 +
√Ä

(1− ε) + (T − ε)|ξ|2
ä2

+ 4ε
.

(3.15)

In addition, for α = (α1, α2, α3), we have the symbol-type estimates

|Dα
ξ Λe(ξ)|+ |Dα

ξHε(ξ)|+ |Dα
ξH1(ξ)| .|α| (1 + |ξ|)1−|α|,

|Dα
ξ Λi(ξ)|+ |Dα

ξ |∇|(ξ)| .|α| |ξ|1−|α|,

|Dα
ξ R(ξ)| .|α| (1 + |ξ|)−2−|α|.

(3.16)

Proof of Lemma 3.1. The inequalities in (3.14) and the identities in (3.15)

follow directly from definitions. The symbol-type estimates in (3.16) also follow

from definitions and the additional formula

R(ξ) =
2ε1/2

(1− ε) + (T − ε)|ξ|2 +
√Ä

(1− ε) + (T − ε)|ξ|2
ä2

+ 4ε
. �

The following proposition is the main result in this section.

Proposition 3.2. With N0 = 104 as in Theorem 1.1, assume that

(n, v, ρ, u, Ẽ, B̃) ∈ C(I : HN0)
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is a solution of the system (1.15)–(1.17), where I ⊆ R is an interval. Let

Λe,Λi,Λb, |∇|, Rα, Q,H1, Hε, R denote the operators defined by the correspond-

ing multipliers in (3.12)–(3.13). Let

h := −|∇|−1div(v), g := −|∇|−1div(u), Aα := |∇|−1QαβB̃β,

Ue :=
1

2
√

1 +R2

î
− ε1/2|∇|−1Λen+R|∇|−1Λeρ− iε1/2h+ iRg

ó
,

Ui :=
1

2
√

1 +R2

î
ε1/2R|∇|−1Λin+ |∇|−1Λiρ+ iε1/2Rh+ ig

ó
,

Ub := [Λb|∇|−1QB̃ − iQ2Ẽ]/2

(3.17)

and, for α ∈ {1, 2, 3},

Ue+ := Ue, Ue− := Ue, Ui+ := Ui,

Ui− := Ui, Ub+α := Ub,α, Ub−α := Ub,α.

(i) Then Ue, Ui, Ub ∈ C(I : HN0) and, for any t ∈ I ,

(3.18)

‖Ue(t)‖HN0 +‖Ui(t)‖HN0 +‖Ub(t)‖HN0 .‖(n(t), v(t), ρ(t), u(t), Ẽ(t), B̃(t))‖HN0 .

Moreover, the functions Ue : R3 × I → C, Ui : R3 × I → C, Ub : R3 × I → C3

satisfy the dispersive system

(∂t + iΛe)Ue = Ne, (∂t + iΛi)Ui = Ni, (∂t + iΛb)Ub = Nb,(3.19)

where the quadratic nonlinearities Ne,Ni,Nb are given by

F(Ne)(ξ, t) = c
∑

µ,ν∈I0

∫
R3
me;µ,ν(ξ, η)”Uµ(ξ − η, t)”Uν(η, t) dη,

F(Ni)(ξ, t) = c
∑

µ,ν∈I0

∫
R3
mi;µ,ν(ξ, η)”Uµ(ξ − η, t)”Uν(η, t) dη,

F(Nb)(ξ, t) = c
∑

µ,ν∈I0

∫
R3
mb;µ,ν(ξ, η)”Uµ(ξ − η, t)”Uν(η, t) dη.

(3.20)

The set I0 is given by

(3.21) I0 := {e+, e−, i+, i−, b+ 1, b+ 2, b+ 3, b− 1, b− 2, b− 3},

and the multipliers me;µ,ν : R3 × R3 → C, mi;µ,ν : R3 × R3 → C, mb;µ,ν :

R3 × R3 → C3 are as in Lemma 3.3 below.
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(ii) The physical variables (n, ρ, v, u, Ẽ, B̃) can be expressed in terms of

the complex variables Ue, Ui, Ub according to the formulas

n =
−|∇|ε−1/2

√
1 +R2Λe

(Ue + Ue) +
|∇|ε−1/2R√

1 +R2Λi
(Ui + Ui),

ρ =
|∇|R√

1 +R2Λe
(Ue + Ue) +

|∇|√
1 +R2Λi

(Ui + Ui),

v = ∇|∇|−1h+
2

ε
Λ−1
b Re(Ub),

h =
iε−1/2

√
1 +R2

(Ue − Ue) +
−iε−1/2R√

1 +R2
(Ui − Ui),

u = ∇|∇|−1g − 2Λ−1
b Re(Ub),

g =
−iR√
1 +R2

(Ue − Ue) +
−i√

1 +R2
(Ui − Ui),

Ẽ = −∇|∇|−2 [ρ− n]− 2Im(Ub),

B̃ = 2Λ−1
b |∇|QRe(Ub).

(3.22)

Proof of Proposition 3.2. The claim (3.18) is a consequence of (3.16) and

the observation that R(0) = ε1/2. The diagonalized dispersive system (3.19)

and the identities (3.22) were derived earlier; see (3.9)–(3.10), (3.2), and (3.11).

It remains only to prove the formulas (3.20), showing that the nonlinearities

Ne,Ni,Nb can be expressed as bilinear forms in terms of the complex variables

Ue, Ui, Ub. This is easy to see by inspecting the formulas (3.10) and (3.11). �

The precise formulas of the multipliers me;µ,ν , mi;µ,ν , and mb;µ,ν are com-

plicated. However, we do not use these formulas in the rest of the paper. We

will only use the simple observation that these multipliers can be expressed

as suitable products of multipliers satisfying inequalities of the Hörmander–

Michlin type. More precisely, for any integer n ≥ 1, let

(3.23) Sn := {q : R3 → C : ‖q‖Sn := sup
ξ∈R3\{0}

sup
|α|≤n

|ξ||α||Dα
ξ q(ξ)| <∞}

and

(3.24)

M :={m : R3×R3→C : m(ξ, η)=q1(ξ) ·q2(ξ−η) ·q3(η), sup
n∈{1,2,3}

‖qn‖S100≤1}.

Lemma 3.3. The multipliers me;µ,ν(ξ, η) and mb,α;µ,ν(ξ, η), α ∈ {1, 2, 3},
can be written as finite sums of functions of the form

(3.25) (1 + |ξ|2)1/2 ·m(ξ, η), m ∈M.
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Similarly, the multipliers mi;µ,ν(ξ, η) can be written as finite sums of functions

of the form

(3.26) |ξ| ·m(ξ, η), m ∈M.

Remark 3.4. We notice that the multipliers mi;µ,ν satisfy better estimates

at ξ = 0 than the multipliers me;µ,ν and mb,α;µ,ν ; in particular, these multipliers

vanish at the origin. This is an indication of a certain null structure of the

system and is important in the analysis in Sections 7 and 8.

Proof of Lemma 3.3. The formulas (3.25) and (3.26) follow from the iden-

tities (3.10)–(3.11) and Lemma 3.1. Indeed, using (3.11) and Lemma 3.1, we

notice first that the functions n, ρ, h, g, Aα can all be written as finite sums of

Calderón–Zygmund operators applied to the complex variables Ue±, Ui±, Ub±α,

i.e., finite sums of expressions of the form

TUe±, TUi±, TUb±α, where T̂ f(ξ) = q(ξ)f̂(ξ) for some q ∈ S100.

Then we again use Lemma 3.1 and the identities in (3.10) to complete the

proof of the lemma. �

4. Main definitions and propositions

In this section we define our main function spaces and state two key propo-

sitions that concern properties of solutions of the dispersive system (3.19).

Then we show how to use these propositions, together with the local regularity

theory in Section 2 and linear dispersive bounds, to complete the proof of the

main theorem.

We fix ϕ : R→ [0, 1] as an even smooth function supported in [−8/5, 8/5]

and equal to 1 in [−5/4, 5/4]. For simplicity of notation, we also let ϕ : Rd →
[0, 1] denote the corresponding radial function on Rd, d = 2, 3. For d ∈ {1, 2, 3},
let

ϕk(x) = ϕk,(d)(x) := ϕ(|x|/2k)− ϕ(|x|/2k−1) for any k ∈ Z, x ∈ Rd,

ϕI :=
∑

m∈I∩Z
ϕm for any I ⊆ R.

Let

J := {(k, j) ∈ Z× Z+ : k + j ≥ 0}.
The restriction j + k ≥ 0 is consistent with the uncertainty principle. In

addition, we only control j ≥ 0 since we are primarily interested in large

spatial scales. For any (k, j) ∈ J , let

ϕ̃
(k)
j (x) :=


ϕ(−∞,−k](x) if k + j = 0 and k ≤ 0,

ϕ(−∞,0](x) if j = 0 and k ≥ 0,

ϕj(x) if k + j ≥ 1 and j ≥ 1.
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Notice that, for any k ∈ Z fixed,∑
j≥−min(k,0)

ϕ̃
(k)
j = 1.

For any interval I ⊆ R, let

ϕ̃
(k)
I (x) :=

∑
j∈I, (k,j)∈J

ϕ̃
(k)
j (x).

Let Pk, k ∈ Z, denote the operator on R3 defined by the Fourier multiplier

ξ → ϕk(ξ). Similarly, for any I ⊆ R, let PI denote the operator on R3 defined

by the Fourier multiplier ξ → ϕI(ξ).

Definition 4.1. Let

(4.1) β := 1/100, α := β/2, γ := 3/2− 4β.

We define

(4.2) Z := {f ∈ L2(R3) : ‖f‖Z := sup
(k,j)∈J

‖ϕ̃(k)
j (x) · Pkf(x)‖Bk,j <∞}

where, with k̃ := min(k, 0) and k+ := max(k, 0),

(4.3) ‖g‖Bk,j := inf
g=g1+g2

î
‖g1‖B1

k,j
+ ‖g2‖B2

k,j

ó
,

(4.4) ‖h‖B1
k,j

:= (2αk + 210k)
î
2(1+β)j‖h‖L2 + 2(1/2−β)k̃‖ĥ‖L∞

ó
,

and

‖h‖B2
k,j

:= 210|k|(2αk + 210k)
î
2(1−β)j‖h‖L2 + ‖ĥ‖L∞

+ 2γj sup
R∈[2−j ,2k], ξ0∈R3

R−2‖ĥ‖L1(B(ξ0,R))

ó
.

(4.5)

The Z norm is our main tool to capture the dispersive character of solu-

tions. It has been introduced by two of the authors in [26], in the context of

Klein–Gordon system with different speeds. It has two basic properties: (1)

it gives integrable decay of the solution (see Lemma A.5), and (2) it can be

propagated by the nonlinear flow (see Proposition 4.3). It is also invariant

under the action of Calderón–Zygmund operators, which is a useful feature

given the structure of the nonlinearities described in Proposition 3.2.

To understand the Z norm, one can think that the B1
k,j is the easiest norm

that one would want to use; in particular, its x-integrability of the L2-norm is

sufficient to obtain the needed 1/t decay after we apply the linear flow. How-

ever, the B2
k,j norm is forced upon us by the presence of space-time resonances.

It has slightly too weak decay, but this is compensated for by the last term

that captures the 2-dimensional property of the support.
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The component B2
k,j is important only at middle frequencies |k| . 1,

when j is large; the factor 210|k| in front of the norm guarantees that the B2
k,j

norm becomes less and less relevant when |k| increases. One should think that

this norm is used to measure functions that have thin, essentially 2-dimen-

sional Fourier support contained in a neighborhood of the set of space-time

resonances.

Finally, the weights in k in (4.4) are chosen such that at the uncertainty

principle k + j = 0, all norms should be comparable for a normalized bump

function supported essentially at frequency ≈ 2k and distance . 2j from the

origin.

The definition above shows that if ‖f‖Z ≤ 1 then, for any (k, j) ∈ J , one

can decompose

(4.6) ϕ̃
(k)
j · Pkf = (2αk + 210k)−1(g + h),

where9

(4.7) g = g · ϕ̃(k)
[j−2,j+2], h = h · ϕ̃(k)

[j−2,j+2],

and

2(1+β)j‖g‖L2 + 2(1/2−β)k̃‖ĝ‖L∞ . 1,

2(1−β)j‖h‖L2 + ‖ĥ‖L∞ + 2γj sup
R∈[2−j ,2k], ξ0∈R3

R−2‖ĥ‖L1(B(ξ0,R)) . 2−10|k|.
(4.8)

In some of the easier estimates we will often use the weaker bound, obtained

by setting R = 2k,

2(1+β)j‖g‖L2 + 2(1/2−β)k̃‖ĝ‖L∞ . 1,

2(1−β)j‖h‖L2 + ‖ĥ‖L∞ + 2γj‖ĥ‖L1 . 2−8|k|.
(4.9)

We are now ready to state our main propositions which concern solutions

U = (Ue, Ui, Ub) of the system (3.19)–(3.20) derived in Proposition 3.2. We

claim first that smooth solutions that start with data in the space Z remain

in the space Z, in a continuous way. More precisely:

Proposition 4.2. Assume N0 = 104, T0 ≥ 1, and U = (Ue, Ui, Ub) ∈
C([0, T0] : HN0) is a solution of the system of equations (3.19)–(3.20). Assume

that, for some t0 ∈ [0, T0],

(4.10) eit0ΛσUσ(t0) ∈ Z for σ ∈ {e, i, b}.

9The support condition (4.7) can easily be achieved by starting with a decomposition

ϕ̃
(k)
j ·Pkf = (2αk + 210k)−1(g′+ h′) that minimizes the Bk,j norm up to a constant and then

redefining g := g′ · ϕ̃(k)

[j−1,j+1]
and h := h′ · ϕ̃(k)

[j−1,j+1]
.
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Then there is

τ = τ
(
T0, sup

σ∈{e,i,b}
‖eit0ΛσUσ(t0)‖Z , sup

σ∈{e,i,b}
sup

t∈[0,T0]
‖Uσ(t)‖HN0

)
> 0

such that

(4.11) sup
t∈[0,T0]∩[t0,t0+τ ]

sup
σ∈{e,i,b}

‖eitΛσUσ(t)‖Z ≤ 2 sup
σ∈{e,i,b}

‖eit0ΛσUσ(t0)‖Z ,

and the mapping t → eitΛσUσ(t) is continuous from [0, T0] ∩ [t0, t0 + τ ] to Z ,

for any σ ∈ {e, i, b}.

The proof of Proposition 4.2 is very similar to the proof of Proposition

2.4 in [26]. For any integer J ≥ 0 and f ∈ HN0 , we define

‖f‖ZJ := sup
(k,j)∈J

2min(0,2J−2j)‖ϕ̃(k)
j (x) · Pkf(x)‖Bk,j ,

compare with Definition 4.1, and notice that

‖f‖ZJ ≤ ‖f‖Z , ‖f‖ZJ .J ‖f‖HN0 .

The main point is show that if t ≤ t′ ∈ [0, T0] ∩ [t0, t0 + 1] and J ∈ Z+ then

sup
σ∈{e,i,b}

‖eit′ΛσUσ(t′)− eitΛσUσ(t)‖ZJ

≤ ‹C|t′ − t|(1 + sup
s∈[t,t′]

sup
σ∈{e,i,b}

‖eisΛσUσ(s)‖ZJ )2,

with a suitable constant ‹C that may depend only on

T0, sup
σ∈{e,i,b}

sup
t∈[0,T0]

‖Uσ(t)‖HN0 , sup
σ∈{e,i,b}

‖eit0ΛσUσ(t0)‖Z .

This is very similar to the proof of the corresponding estimate (3.2) in [26],

and we refer the reader there for the details.

The key proposition in the paper is the following bootstrap estimate:

Proposition 4.3. Assume N0 = 104, T0 ≥ 0, and U = (Ue, Ui, Ub) ∈
C([0, T0] : HN0) is a solution of the system of equations (3.19)–(3.20). Assume

that

(4.12) sup
t∈[0,T0]

sup
σ∈{e,i,b}

‖eitΛσUσ(t)‖HN0∩Z ≤ δ1 ≤ 1.

Then

(4.13) sup
t∈[0,T0]

sup
σ∈{e,i,b}

‖eitΛσUσ(t)− Uσ(0)‖Z . δ2
1 ,

where the implicit constant in (4.13) may depend only on the constants T, ε, C .

We prove Proposition 4.3 in Sections 5 and 6. In the rest of this section

we show how to use these propositions and the local theory to complete the

proof of Theorem 1.1.
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4.1. Proof of Theorem 1.1. Theorem 1.1 is a consequence of Proposi-

tions 2.1, 3.2, 4.2, 4.3, and a linear dispersive estimate. Indeed, assume that

we start with data (n0, v0, ρ0, u0, Ẽ0, B̃0) as in (1.18), where δ is taken suffi-

ciently small. Using first Proposition 2.1, there is T1 ≥ 1 and a unique solution

(n, v, ρ, u, Ẽ, B̃) ∈ C([0, T1] : HN0) of the system (1.15), such that

(n(0), v(0), ρ(0), u(0), Ẽ(0), B̃(0)) = (n0, v0, ρ0, u0, Ẽ0, B̃0),

(4.14)

div(E)(t) + n(t)− ρ(t) = 0, B̃(t) = ε∇× v(t) = −∇× u(t), t ∈ [0, T1],

and

(4.15) sup
t∈[0,T1]

‖(n(t), v(t), ρ(t), u(t), Ẽ(t), B̃(t))‖HN0 ≤ δ
3/4
0 .

We can now apply Proposition 3.2 and construct the complex variables

Ue, Ui, Ub ∈ C([0, T1] : HN0) as in (3.17), which satisfy the dispersive system

(3.19)–(3.20), and the uniform bound

(4.16) sup
t∈[0,T1]

Ä
‖Ue(t)‖HN0 + ‖Ui(t)‖HN0 + ‖Ub(t)‖HN0

ä
. δ3/4

0 .

Moreover, using the definition (3.17), the assumption (1.18), and Lemmas 3.1

and A.1, we have

(4.17) ‖Ue(0)‖Z + ‖Ui(0)‖Z + ‖Ub(0)‖Z . δ0.

We are now ready to apply Proposition 4.2. Let T2 denote the largest

number in (0, T1] with the property that

sup
t∈[0,T2)

î
‖eitΛeUe(t)‖Z + ‖eitΛiUi(t)‖Z + ‖eitΛbUb(t)‖Z

ó
≤ δ3/4

0 .

Such a T2 ∈ (0, T1] exists, in view of (4.17) and Proposition 4.2. We apply now

Proposition 4.3 on the intervals [0, T2(1 − 1/n)], n = 2, 3, . . ., with δ1 ≈ δ
3/4
0 .

It follows that

sup
t∈[0,T2)

î
‖eitΛeUe(t)‖Z + ‖eitΛiUi(t)‖Z + ‖eitΛbUb(t)‖Z

ó
. δ0.

Using again Proposition 4.2, it follows that T2 = T1 and

(4.18) sup
t∈[0,T1]

î
‖eitΛeUe(t)‖Z + ‖eitΛiUi(t)‖Z + ‖eitΛbUb(t)‖Z

ó
. δ0.

We can now return to the physical variables (n, v, ρ, u, Ẽ, B̃). Using the

formulas in (3.22), the bounds (4.18), and the dispersive bounds (A.27) it

follows that, for any t ∈ [0, T1] and |α| ≤ 4,

(1 + t)1+β/2
î
‖Dα

xn(t)‖L∞ + ‖Dα
xρ(t)‖L∞ + ‖Dα

xv(t)‖L∞

+ ‖Dα
xu(t)‖L∞ + ‖Dα

x Ẽ(t)‖L∞ + ‖Dα
x B̃(t)‖L∞

ó
. δ0.

(4.19)
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Recalling the definition (2.4) and the energy estimate (2.3), it follows that

sup
t∈[0,T1]

EN0(t) . δ2
0 .

As a consequence, if the solution (n, v, ρ, u, Ẽ, B̃) satisfies the bound (4.15) on

some interval [0, T1], then it has to satisfy the stronger bound

sup
t∈[0,T1]

‖(n(t), v(t), ρ(t), u(t), Ẽ(t), B̃(t))‖HN0 . δ0.

Therefore, the solution can be extended globally, and the desired bound (1.20)

follows using also (4.19). This completes the proof of Theorem 1.1.

5. Proof of Proposition 4.3, I: nonresonant interactions

In this section we start the proof of Proposition 4.3. We derive first several

new formulas describing the solutions Uσ.

5.1. Renormalizations. Equations (3.19)–(3.20) give

(5.1) [∂t + iΛσ(ξ)]”Uσ(ξ, t) = c
∑

µ,ν∈I0

∫
R3
mσ;µ,ν(ξ, η)”Uµ(ξ − η, t)”Uν(η, t) dη

for σ ∈ {i, e, b}. For any µ ∈ I0, let ιµ ∈ {+,−} denote its sign and let

σµ ∈ {i, e, b} denote its component, i.e.,

ιi+ = ιe+ = ιb+1 = ιb+2 = ιb+3 := +,

ιi− = ιe− = ιb−1 = ιb−2 = ιb−3 := −,
σi+ = σi− := i, σe+ = σe− := e,

σb+1 = σb+2 = σb+3 = σb−1 = σb−2 = σb−3 := b.

(5.2)

Let

Vσ(t) := eitΛσUσ(t), σ ∈ {i, e, b},

Λ̃µ := ιµΛσµ , Vµ(t) := eitΛ̃µUµ(t), µ ∈ I0.

Equation (5.1) is equivalent to

d

dt
[V̂σ(ξ, t)]

= c
∑

µ,ν∈I0

∫
R3
eit[Λσ(ξ)−Λ̃µ(ξ−η)−Λ̃ν(η)]mσ;µ,ν(ξ, η)V̂µ(ξ − η, t)V̂ν(η, t) dη

= c
∑

µ,ν∈I0
F [Qσ;µ,ν

t (Vµ(t), Vν(t))](ξ)

(5.3)

where, by definition,

(5.4)

F [Qσ;µ,ν
s (f, g)](ξ) :=

∫
R3
eis[Λσ(ξ)−Λ̃µ(ξ−η)−Λ̃ν(η)]mσ;µ,ν(ξ, η)f̂(ξ − η)ĝ(η) dη.
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Therefore, for any t ∈ [0, T0] and σ ∈ {i, e, b},

V̂σ(ξ, t)− V̂σ(ξ, 0)

= c
∑

µ,ν∈I0

∫ t

0

∫
R3
eis[Λσ(ξ)−Λ̃µ(ξ−η)−Λ̃ν(η)]mσ;µ,ν(ξ, η)V̂µ(ξ − η, s)V̂ν(η, s) dηds.

(5.5)

The desired bound (4.13) is equivalent to proving that

(5.6) ‖Vσ(t)− Vσ(0)‖Z . δ2
1

for any t ∈ [0, T0] and any σ ∈ {i, e, b}. Given t ∈ [0, T0], we fix a suitable

decomposition of the function 1[0,t]; i.e., we fix functions q0, . . . , qL+1 : R →
[0, 1], |L− log2(2 + t)| ≤ 2, with the properties

L+1∑
m=0

qm(s) = 1[0,t](s), 1[0,1] ≤ q0 ≤ 1[0,2],

1[t−1,t] ≤ qL+1 ≤ 1[t−2,t], supp qm ⊆ [2m−1, 2m+1],

qm ∈ C1(R) and

∫ t

0
|q′m(s)| ds . 1 for m = 1, . . . , L.

(5.7)

Recall the conclusions of Lemma 3.3. Using also Lemma A.1 and the

formula (5.5), for (5.6) it suffices to prove the following proposition.

Proposition 5.1. Assume t ∈ [0, T0] is fixed, and define the functions

qm as in (5.7). For any σ ∈ {i, e, b}, µ, ν ∈ I0, we define the bilinear opera-

tors T σ;µ,ν
m by

(5.8)

F
î
T σ;µ,ν
m (f, g)

ó
(ξ) :=

∫
R

∫
R3
eis[Λσ(ξ)−Λ̃µ(ξ−η)−Λ̃ν(η)]qm(s)·f̂(ξ−η, s)ĝ(η, s) dηds.

For any µ ∈ I0, we define functions fµ : R3 × [0, T0]→ C,

(5.9) fµ := δ−1
1 QµVµ,

where Qµf := F−1(qµ ·f̂) for some qµ ∈ S100 with ‖qµ‖S100 ≤ 1. We decompose

(5.10) fµ =
∑
k′∈Z

∑
j′≥max(−k′,0)

P[k′−2,k′+2](ϕ̃
(k′)
j′ · Pk′fµ) =

∑
(k′,j′)∈J

fµk′,j′ .

For any k ∈ Z, let

ki := min(k, 0), ke = kb := 0.

Then

(5.11)
∑

(k1,j1),(k2,j2)∈J
(1 + 2k)2kσ

∥∥∥ϕ̃(k)
j · PkT

σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)

∥∥∥
Bk,j
. 2−β

4m

for any fixed

(5.12) σ ∈ {i, e, b}, µ, ν ∈ I0, (k, j) ∈ J , m ∈ {0, . . . , L+ 1}.
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This formulation and, in particular, the introduction of Qµ in (5.9) and the

factor (1+2k)2kσ in (5.11) are based on the structure of the multiplier in (3.23)–

(3.26) and the fact our norms are invariant under the action of Calderón–

Zygmund operators, as seen from Lemma A.1.

It follows from the definition that

T σ;µ,ν
m (f, g) =

∫
R
qm(s)‹T σ;µ,ν

s (f(s), g(s)) ds,

F
î‹T σ;µ,ν
s (f ′, g′)

ó
(ξ) :=

∫
R3
eis[Λσ(ξ)−Λ̃µ(ξ−η)−Λ̃ν(η)] · “f ′(ξ − η)“g′(η) dη.

(5.13)

For σ ∈ {i, e, b} and µ, ν ∈ I0, we define also the functions Φσ;µ,ν : R3×R3 → R
and Ξµ,ν : R3 × R3 → R3,

Φσ;µ,ν(ξ, η) := Λσ(ξ)− Λ̃µ(ξ − η)− Λ̃ν(η) = Λσ(ξ)− ιµΛσµ(ξ − η)− ινΛσν (η),

Ξµ,ν(ξ, η) := (∇ηΦσ;µ,ν)(ξ, η) = −ιµ(∇Λσµ)(η − ξ)− ιν(∇Λσν )(η).

(5.14)

In view of Lemma A.1 and the main hypothesis (4.12), we have

(5.15) sup
t∈[0,T0]

‖fµ(t)‖HN0∩Z . 1

for functions fµ defined as in (5.9). Letting

(5.16) Efµk′,j′(s) := e−isΛ̃µfµk′,j′(s),

it follows from Lemma A.5 that for any µ ∈ I0 and s ∈ [0, T0],

∑
j′≥max(−k′,0)

(‖Efµk′,j′(s)‖L2 + ‖fµk′,j′(s)‖L2) . min(2−(N0−1)k′ , 2(1+β−α)k′),

∑
j′≥max(−k′,0)

‖Efµk′,j′(s)‖L∞ . min(2−6k′ , 2(1/2−β−α)k′)(1 + s)−1−β,

sup
ξ∈R3

∣∣∣Dρ
ξ
’fµk′,j′(ξ, s)∣∣∣ .|ρ| (2αk′ + 210k′)−1 · 2−(1/2−β)k̃′2|ρ|j

′
.

(5.17)

Sometimes, we will also need the more precise bounds

(5.18) ‖Efµk′,j′(s)‖L2 + ‖fµk′,j′(s)‖L2 . (2αk
′
+ 210k′)−122βk̃′2−(1−β)j′

and

(5.19) ‖Efµk′,j′(s)‖L∞ . min(2βk
′
, 2−6k′)(1 + s)−(5/4−10β)2(1/4−11β)j′

for any (k′, j′) ∈ J . The last bound follows using (A.21)–(A.25) and recalling

that α ∈ [0, β].



THE EULER–MAXWELL TWO-FLUID SYSTEM IN 3D 409

To integrate by parts in time (the method of normal forms) we need

suitable information on the derivatives ∂sf
µ
k′,j′ . It follows from (5.3) and

Lemma A.6 that, for any (k′, j′) ∈ J , µ ∈ I0, and s ∈ [0, T0],

(5.20) ‖(∂sfµk′,j′)(s)‖L2 . 2k
′
σ min[(1 + s)−1−β, 23k′/2] ·min[1, 2−(N0−5)k′ ].

Moreover,

(5.21) if 2k
′ ∈ [2−D, 2D] and σ ∈ {e, b} or 2k

′ ∈ (0, 2D] and σ = i,

then

(5.22) ‖(∂s’fµk′,j′)(s)‖L∞ . (1 + s)−1+β/102−k
′
.

5.2. Proof of Proposition 5.1. We will prove the key bound (5.11) in sev-

eral steps. The main ingredients in the proof are the estimates (5.15)–(5.20)

above. In this subsection we start by considering some of the easier cases. In

particular, we estimate all the interactions that are not space-time resonant and

reduce significantly the range of the main parameters m, j, k, k1, j1, k2, j2. The

goal is to reduce matters to proving Proposition 5.9. In all the cases analyzed

in this subsection we can control the stronger norm Bσ,1
k,j ; see Definition 4.1.

In the first two lemmas we use Sobolev regularity to estimate the contri-

butions that correspond to one of the frequencies k, k1, k2 being larger than

the parameter j.

Lemma 5.2. With D = D(ε, T, Cb) sufficiently large, the estimate

(5.23)
∑

(k1,j1),(k2,j2)∈J
(1 + 2k)2kσ

∥∥∥ϕ̃(k)
j · PkT

σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)

∥∥∥
B1
k,j

. 2−β
4m

holds if

(5.24) j ≤ βm/2 +N ′0k+ +D2, where N ′0 := 2N0/3− 10.

Proof of Lemma 5.2. We observe that, in view of Definition 4.1,

(5.25) ‖ϕ̃(k)
j · Pkh‖B1

k,j
. (2αk + 210k) · 23j/22(1/2−β)k̃‖ϕ̃(k)

j · Pkh‖L2 .

Therefore, it suffices to prove that

∑
(k1,j1),(k2,j2)∈J

(1 + 2k)(2αk + 210k)23j/22(1/2−β)k̃
∥∥∥PkT σ;µ,ν

m (fµk1,j1 , f
ν
k2,j2)

∥∥∥
L2

. 2−β
4m.

(5.26)

Recalling the definition (5.16), it is easy to see that

F
î
PkT

σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)

ó
(ξ)

=

∫
R

∫
R3
ϕk(ξ)e

isΛσ(ξ)qm(s) ◊�Efµk1,j1(ξ − η, s) ◊�Efνk2,j2(η, s) dηds.
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Therefore, using Plancherel theorem,

∥∥∥PkT σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)

∥∥∥
L2
. min

( ∫
R
qm(s)‖Efµk1,j1(s)‖L2‖Efνk2,j2(s)‖L∞ ds,∫

R
qm(s)‖Efµk1,j1(s)‖L∞‖Efνk2,j2(s)‖L2 ds

)
.

(5.27)

Using now (5.17) and recalling the properties of the functions qm (see (5.7)),

(5.28)
∑

(k1,j1),(k2,j2)∈J
(1 + 2k)

∥∥∥PkT σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)

∥∥∥
L2
. 2−(N0−4)k+2−βm.

It follows that the left-hand side of (5.26) is dominated by

2−βm2(1/2−β+α)k23j/2

when k ≤ 0 and by

2−(N0−15)k2−βm23j/2

when k ≥ 0. The bound (5.26) follows if j ≤ βm/2 + (2N0/3− 10)k+ +D2, as

desired. �

Lemma 5.3. Assume that

(5.29) j ≥ βm/2 +N ′0k+ +D2.

Then, with the same notation as before,

∑
(k1,j1),(k2,j2)∈J , max(k1,k2)≥j/N ′0

(1 + 2k)2kσ
∥∥∥ϕ̃(k)

j · PkT
σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)

∥∥∥
B1
k,j

(5.30)

. 2−β
4m,

∑
(k1,j1),(k2,j2)∈J ,min(k1,k2)≤−10j

(1 + 2k)2kσ
∥∥∥ϕ̃(k)

j · PkT
σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)

∥∥∥
B1
k,j

(5.31)

. 2−β
4m,(5.32)

and

∑
(k1,j1),(k2,j2)∈J ,max(j1,j2)≥10j

(1 + 2k)2kσ
∥∥∥ϕ̃(k)

j · PkT
σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)

∥∥∥
B1
k,j

. 2−β
4m.

(5.33)
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Proof of Lemma 5.3. Using (5.17), (5.25), and (5.27), the left-hand side

of (5.30) is dominated by∑
(k1,j1),(k2,j2)∈J , max(k1,k2)≥j/N ′0

(1 + 2k)(2αk + 210k)

· 23j/22(1/2−β)k̃
∥∥∥PkT σ;µ,ν

m (fµk1,j1 , f
ν
k2,j2)

∥∥∥
L2

. 2−βm2−(N0−6)j/N ′023j/22(1/2−β)k̃,

which clearly suffices, in view of (5.29). Similarly, the left-hand side of (5.31)

is dominated by∑
(k1,j1),(k2,j2)∈J , min(k1,k2)≤−10j

(1 + 2k)(2αk + 210k)

· 23j/22(1/2−β)k̃
∥∥∥PkT σ;µ,ν

m (fµk1,j1 , f
ν
k2,j2)

∥∥∥
L2

. 2−βm2−3j · (2αk + 210k)23j/22(1/2−β)k̃,

which clearly suffices. Finally, using the more precise bound (5.18), the left-

hand side of (5.33) is dominated by∑
(k1,j1),(k2,j2)∈J , max(j1,j2)≥10j

(1 + 2k)(2αk + 210k)

· 23j/22(1/2−β)k̃
∥∥∥PkT σ;µ,ν

m (fµk1,j1 , f
ν
k2,j2)

∥∥∥
L2

. 2−βm2−3j · (2αk + 210k)23j/22(1/2−β)k̃,

which clearly suffices. �

We examine the conclusions of Lemmas 5.2 and 5.3, and we notice that

Proposition 5.1 follows from Proposition 5.4 below.

Proposition 5.4. With the same notation as in Proposition 5.1, we have

(5.34) (1 + 2k)2kσ
∥∥∥ϕ̃(k)

j · PkT
σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)

∥∥∥
Bk,j
. 2−β

4(m+j)

for any fixed µ, ν ∈ I0, (k, j), (k1, j1), (k2, j2) ∈ J , and m ∈ [0, L + 1] ∩ Z,

satisfying

(5.35)

j ≥ βm/2 +N ′0k+ +D2, −10j ≤ k1, k2 ≤ j/N ′0, max(j1, j2) ≤ 10j.

5.3. Proof of Proposition 5.4. In this subsection we will show that prov-

ing Proposition 5.4 can be further reduced to proving Proposition 5.9 below.

The arguments are more complicated than before, and we need to examine

our bilinear operators more carefully; however, in all cases discussed in this

subsection we can still control the stronger B1
k,j norms.
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We notice that we are looking to prove the bound (5.34) for fixed k, j, k1, j1,

k2, j2,m. We will consider several cases, depending on the relative sizes of these

parameters. First we use the qualitative fact that the speed of propagation is

uniformly bounded to discard regions where |x| � t.

Lemma 5.5. The bound (5.34) holds provided that (5.35) holds and, in

addition,

(5.36) j ≥ max(m+D,−k(1 + β2) +D).

Proof of Lemma 5.5. Using definition (4.4) it suffices to prove that

(1 + 2k)(2αk + 210k) · 2(1+β)j
∥∥∥ϕ̃(k)

j · PkT
σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)

∥∥∥
L2

+ (1 + 2k)(2αk + 210k) · 2(1/2−β)k̃
∥∥∥F [ϕ̃

(k)
j · PkT

σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)]

∥∥∥
L∞

. 2−β
4(m+j).

(5.37)

Assume first that

(5.38) min(j1, j2) ≤ (1− β2)j.

By symmetry, we may assume that j1 ≤ (1− β2)j and write

ϕ̃
(k)
j (x) · PkT σ;µ,ν

m (fµk1,j1 , f
ν
k2,j2)(x)

= cϕ̃
(k)
j (x)

∫
R3

∫
R

∫
R3
ϕk(ξ)e

ix·ξeis[Λσ(ξ)−Λ̃µ(ξ−η)−Λ̃ν(η)]qm(s)

·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηdsdξ.

We examine the integral in ξ in the formula above. We recall the assumptions

(5.35), (5.36), and (5.38), and the last bound in (5.17). Notice that, using only

the assumption (5.36) and the definition (3.12) (see also Lemma A.4),∣∣∣∣∇ξîx·ξ+s[Λσ(ξ)−Λ̃µ(ξ−η)−Λ̃ν(η)]
ó∣∣∣∣ ≥ |x|−s∣∣∣∇ξ[Λσ(ξ)−Λ̃µ(ξ−η)

ó∣∣∣ ≥ 2j−10.

We apply Lemma A.2 (with K ≈ 2j , ε ≈ min(2−j1 , 2k)) to conclude that∣∣∣ϕ̃(k)
j (x) · PkT σ;µ,ν

m (fµk1,j1 , f
ν
k2,j2)(x)

∣∣∣ . 2−10j |ϕ̃(k)
j (x)|,

and the desired bounds (5.37) follow easily.

Assume now that

(5.39) min(j1, j2) ≥ (1− β2)j.
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By symmetry, we may assume that k1 ≤ k2. We prove first the bound on the

second term in the left-hand side of (5.37): using (5.18) we estimate

(1 + 2k)(2αk + 210k) · 2(1/2−β)k̃‖F [ϕ̃
(k)
j · PkT

σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)]

∥∥∥
L∞

. (1 + 2k)(2αk + 210k)2(1/2−β)k̃ · 2m sup
s∈[2m−1,2m+1]

‖fµk1,j1(s)‖L2‖fνk2,j2(s)‖L2

. (1 + 2k)(2αk + 210k)2(1/2−β)k̃2j · (2αk1 + 210k1)−122β‹k12−(1−β)j1

· (2αk2 + 210k2)−122β‹k22−(1−β)j2

. (1 + 2k)2j · 2−αk1 min(2(1+β)k1 , 2−(1−β−β2)j) · 2−(1−β−β2)j .

This suffices to prove the desired bound in (5.37), as it can be easily seen by

considering the cases k1 ≤ −j and k1 ≥ −j.
Some more care is needed to prove the bound on the first term in the

left-hand side of (5.37). We recall that

fµk1,j1 = P[k1−2,k1+2](ϕ̃
(k1)
j1
· Pk1fµ) and fνk2,j2 = P[k2−2,k2+2](ϕ̃

(k2)
j2
· Pk2fν).

Since ‖ϕ̃(k1)
j1
· Pk1fµ(s)‖Bk1,j1 + ‖ϕ̃(k2)

j2
· Pk2fν(s)‖Bk2,j2 . 1, see (5.15), we use

(4.6)–(4.9) to decompose

ϕ̃
(k1)
j1
· Pk1fµ(s) = (2αk1 + 210k1)−1[gµk1,j1(s) + hµk1,j1(s)],

gµk1,j1(s) = gµk1,j1(s) · ϕ̃(k1)
[j1−2,j1+2], hµk1,j1(s) = hµk1,j1(s) · ϕ̃(k1)

[j1−2,j1+2],

2(1+β)j1‖gµk1,j1(s)‖L2 + 2(1/2−β)‹k1‖’gµk1,j1(s)‖L∞ . 1,

2(1−β)j1‖hµk1,j1(s)‖L2 + ‖’hµk1,j1(s)‖L∞ + 2γj1‖’hµk1,j1(s)‖L1 . 2−8|k1|

(5.40)

and

ϕ̃
(k2)
j2
· Pk2fν(s) = (2αk2 + 210k2)−1[gνk2,j2(s) + hνk2,j2(s)],

gνk2,j2(s) = gνk2,j2(s) · ϕ̃(k2)
[j2−2,j2+2], hνk2,j2(s) = hνk2,j2(s) · ϕ̃(k2)

[j2−2,j2+2],

2(1+β)j2‖gνk2,j2(s)‖L2 + 2(1/2−β)‹k2‖’gνk2,j2(s)‖L∞ . 1,

2(1−β)j2‖hνk2,j2(s)‖L2 + ‖’hνk2,j2(s)‖L∞ + 2γj2‖’hνk2,j2(s)‖L1 . 2−8|k2|.

(5.41)

Using these decompositions and recalling the definition (5.13), to prove the

desired bound on the first term in the left-hand side of (5.37), it suffices to

prove that for any s ∈ [2m−1, 2m+1],
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(1 + 2k)(2αk + 210k)2(1+β)j · (2αk1 + 210k1)−1(2αk2 + 210k2)−12m[∥∥∥ϕ̃(k)
j · Pk‹T σ;µ,ν

s (P[k1−2,k1+2]g
µ
k1,j1

(s), P[k2−2,k2+2]g
ν
k2,j2(s))

∥∥∥
L2

+
∥∥∥ϕ̃(k)

j · Pk‹T σ;µ,ν
s (P[k1−2,k1+2]g

µ
k1,j1

(s), P[k2−2,k2+2]h
ν
k2,j2(s))

∥∥∥
L2

+
∥∥∥ϕ̃(k)

j · Pk‹T σ;µ,ν
s (P[k1−2,k1+2]h

µ
k1,j1

(s), P[k2−2,k2+2]g
ν
k2,j2(s))

∥∥∥
L2

+
∥∥∥ϕ̃(k)

j · Pk‹T σ;µ,ν
s (P[k1−2,k1+2]h

µ
k1,j1

(s), P[k2−2,k2+2]h
ν
k2,j2(s))

∥∥∥
L2

]
. 2−β

4(m+j).

(5.42)

Recall that we assumed k1 ≤ k2; therefore we may also assume that

k ≤ k2 + 4. Using (5.40)–(5.41) and recalling (5.39), we estimate∥∥∥Pk‹T σ;µ,ν
s (P[k1−2,k1+2]g

µ
k1,j1

(s), P[k2−2,k2+2]g
ν
k2,j2(s))

∥∥∥
L2

. ‖F(P[k1−2,k1+2]g
µ
k1,j1

)(s)‖L1‖gνk2,j2(s)‖L2

. 23k1/22−(1+β)j12−(1+β)j2

. 23k1/22−(2+2β)(1−β2)j ,∥∥∥Pk‹T σ;µ,ν
s (P[k1−2,k1+2]h

µ
k1,j1

(s), P[k2−2,k2+2]h
ν
k2,j2(s))

∥∥∥
L2

. ‖’hµk1,j1(s)‖L1‖’hνk2,j2(s)‖L2

. 2−γj12−8|k1|2−(1−β)j22−8|k2|

. 2−8|k1|2−(2+2β)(1−β2)j ,∥∥∥Pk‹T σ;µ,ν
s (P[k1−2,k1+2]h

µ
k1,j1

(s), P[k2−2,k2+2]g
ν
k2,j2(s))

∥∥∥
L2

. ‖’hµk1,j1(s)‖L1‖’gνk2,j2(s)‖L2

. 2−γj12−8|k1|2−(1+β)j2

. 2−8|k1|2−(2+2β)(1−β2)j ,

and∥∥∥Pk‹T σ;µ,ν
s (P[k1−2,k1+2]g

µ
k1,j1

(s), P[k2−2,k2+2]h
ν
k2,j2(s))

∥∥∥
L2

. min
Ä
23k1/2‖’gµk1,j1(s)‖L2‖’hνk2,j2(s)‖L2 , ‖’gµk1,j1(s)‖L2‖’hνk2,j2(s)‖L1

ä
. 2−(1+β)j12−8|k2|min

Ä
2−(1−β)j223k1/2, 2−γj2

ä
. 2−(2+2β)(1−β2)j23k1/42−8|k2|.
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Since 2m . 2j and (2αk+210k)(2αk2 +210k2)−1 . 1, the left-hand side of (5.42)

is dominated by

C(1 + 2k)2(1+β)j · (2αk1 + 210k1)−12j · 2−(2+2β)(1−β2)j(23k1/2 + 23k1/42−8|k2|)

. 2−2βj/3(1 + 2k),

which suffices since 2k . 2j/N
′
0 . This completes the proof of the lemma. �

We estimate now the contribution at very low frequencies. Here we use

also the null form structure at small frequencies of the multipliers mi;µ,ν .

Lemma 5.6. The bound (5.34) holds provided that (5.35) holds and, in

addition,

(5.43) max(m+D, j) ≤ −k(1 + β2) +D.

Proof of Lemma 5.6. In view of the restrictions (5.43) and (5.35), we may

assume that k ≤ −D2/2. Using the definition, it is easy to see that

(5.44) ‖ϕ̃(k)
j · Pkh‖B1

k,j
. (2αk + 210k)2(1+β)j23k/2‖‘Pkh‖L∞ .

Therefore, it suffices to prove that

(5.45) 2kσ2αk2(1+β)j23k/2
∥∥∥FPkT σ;µ,ν

m (fµk1,j1 , f
ν
k2,j2)

∥∥∥
L∞
. 2−β

4(m+j).

Using (5.18) and recalling α ≤ 2β, we estimate∥∥∥FPkT σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)

∥∥∥
L∞
.
∫
R
qm(s)‖fµk1,j1(s)‖L2‖fνk2,j2(s)‖L2 ds

. ‖qm‖L1 · (2αk1 + 210k1)−122β‹k12−(1−β)j1 · (2αk2 + 210k2)−122β‹k22−(1−β)j2

. ‖qm‖L1 min(1, 2−5k1)2−(1−β)j1 ·min(1, 2−5k2)2−(1−β)j2 .

Recalling the definitions (4.1) and the assumptions, the desired bound (5.45)

follows if

σ = i or m = L+ 1 or m ≤ (1− β)(j1 + j2)− (1/2− β)k.

It remains to prove the bound (5.45) in the case

(5.46)

σ ∈ {e, b} and m ∈ [1, L] ∩ Z and m ≥ −(1/2− β)k + (1− β)(j1 + j2).

Since j1 + k1 ≥ 0, j2 + k2 ≥ 0, and k ≤ −D2/2, the conditions (5.43) and

(5.46) show that k1, k2 ≥ k/3 and |k1 − k2| ≤ 10. Using also (5.43), for (5.45)

it suffices to prove that, assuming (5.46),

(5.47)
∥∥∥FPkT σ;µ,ν

m (fµk1,j1 , f
ν
k2,j2)

∥∥∥
L∞
. 2−k(1/2+α−β−2β2).
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Recall the definitions

FPkT σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)(ξ)

= ϕk(ξ)

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η)qm(s)’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds,
(5.48)

where

Φσ;µ,ν(ξ, η) = Λσ(ξ)− Λ̃µ(ξ − η)− Λ̃ν(η).

To prove (5.47) we would like to integrate by parts in η and s in formula (5.48).

We decompose

FPkT σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)(ξ) = G(ξ) +H(ξ),

G(ξ) := ϕk(ξ)

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η)

· ϕ(220D(1 + 2k2)Φσ;µ,ν(ξ, η))qm(s)’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds,

H(ξ) := ϕk(ξ)

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η)

· [1− ϕ(220D(1 + 2k2)Φσ;µ,ν(ξ, η))]qm(s)’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds.

The function H can be estimated using integration by parts in s, (5.20), the

assumptions (5.7), and the bounds (5.17). Indeed,

|H(ξ)| . (1 + 2k2) sup
s∈[2m−1,2m+1]

î∥∥∥’fµk1,j1(s)
∥∥∥
L2

∥∥∥’fνk2,j2(s)
∥∥∥
L2

+ 2m
∥∥∥(∂s’fµk1,j1)(s)

∥∥∥
L2

∥∥∥’fνk2,j2(s)
∥∥∥
L2

+2m
∥∥∥’fµk1,j1(s)

∥∥∥
L2

∥∥∥(∂s’fνk2,j2)(s)
∥∥∥
L2

ó
. min(1, 2−(N0−10)k2).

Therefore, for (5.47) it suffices to prove that

(5.49)
∥∥∥G∥∥∥

L∞
. 2−k(1/2+α−β−2β2).

Recall the definitions (5.14),

(5.50) Ξµ,ν(ξ, η) = (∇ηΦσ;µ,ν)(ξ, η) = −ι1∇Λσ1(η − ξ)− ι2∇Λσ2(η),

where

µ = (σ1ι1), ν = (σ2ι2), σ1, σ2 ∈ {i, e, b}, ι1, ι2 ∈ {+,−}.

For l ∈ Z, let

G≤l(ξ) := ϕk(ξ)

∫
R

∫
R3
ϕ(−∞,l](Ξ

µ,ν(ξ, η)) · eisΦσ;µ,ν(ξ,η)

· ϕ(220D(1 + 2k2)Φσ;µ,ν(ξ, η))qm(s)’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds.

(5.51)

Let Gl := G≤l − G≤l−1. In proving (5.49) we may assume that j1 ≤ j2. If

l ≥ l0 = −20D−4 max(k2, 0), then we integrate by parts in η, using Lemma A.2
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with K ≈ 2m+l and ε−1 ≈ 2j2 + 2−min(l,0)−min(k2,0) + 2k2 . Using also the last

bound in (5.17), (5.43), and (5.46) to ensure εK ≥ 2β
2m and (2j1 +2j2)ρ ≤ ε−ρ,

it follows that

(5.52)
∑

l≥l0+1

‖Gl‖L∞ . (1 + 25k2)−1.

It remains to estimate ‖G≤l0‖L∞ . Since σ 6= i, it follows from Proposition B.2

that G≤l0 ≡ 0. This completes the proof of the lemma. �

We estimate now the contributions coming from large input parameters

j1 or j2.

Lemma 5.7. The bound (5.34) holds provided that (5.35) holds and, in

addition,

(5.53) j ≤ m+D and max(j1, j2) ≥ (1− β/10)m+ kσ,

or

(5.54) j ≤ m+D and min(k1, k2) ≤ −9m/10.

Proof of Lemma 5.7. Assume first that (5.54) holds. We estimate, assum-

ing k1 ≤ k2 and using (5.17),

(1 + 2k)2kσ(2αk + 210k)2(1+β)j23k/2
∥∥∥FPkT σ;µ,ν

m (fµk1,j1 , f
ν
k2,j2)

∥∥∥
L∞

. 2(1+β)j2m(1 + 211k)23k2/2 sup
s∈[2m−1,2m+1]

‖’fµk1,j1(s)‖L1‖’fνk2,j2(s)‖L∞

. 2(2+β)m(1 + 211k)23k2/2 · 25k1/22−k2/2.

The desired bound (5.34) follows using also (5.44).

Assume now that (5.53) holds. Using definition (4.4), it suffices to prove

that

(1 + 2k)2kσ(2αk + 210k) · 2(1+β)j
∥∥∥ϕ̃(k)

j · PkT
σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)

∥∥∥
L2

+(1 + 2k)2kσ(2αk + 210k) · 2(1/2−β)k̃
∥∥∥F [ϕ̃

(k)
j · PkT

σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)]

∥∥∥
L∞

. 2−β
4(m+j).

(5.55)

By symmetry, we may assume k1 ≤ k2. We prove first the bounds (5.55) in

the case

(5.56) k1 ≤ −5m/6.

Using (5.17), for any s ∈ [0, t],

‖’fµk1,j1(s)‖L1 . 23k1‖’fµk1,j1(s)‖L∞ . 2(5/2−α+β)k1 .
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Therefore, using (5.17) again, it follows that∥∥∥FT σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)

∥∥∥
L2
. 2m sup

s∈[2m−1,2m+1]
‖’fµk1,j1(s)‖L1‖’fνk2,j2(s)‖L2

. 2m2(5/2−α+β)k1 min(2−(N0−1)k2 , 2(1+β−α)k2)

and

∥∥∥FT σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)

∥∥∥
L∞
. 2m sup

s∈[2m−1,2m+1]
‖’fµk1,j1(s)‖L1‖’fνk2,j2(s)‖L∞

. 2m2(5/2−α+β)k1 · (2αk2 + 210k2)−12−(1/2−β)‹k2 .
(5.57)

Therefore, recalling (5.56), if k ≤ 0, then the left-hand side of (5.55) is domi-

nated by

C2(2+β)m2(5/2−α+β)k1 . 2(−1/12+5α/6+β/6)m,

which suffices. Similarly, if k ≥ 0, then the left-hand side of (5.55) is dominated

by

C2(2+β)m2(5/2−α+β)k12−(N0−15)k + C2k22m2(5/2−α+β)k1

. 2k22(−1/12+5α/6+β/6)m,

which also suffices.

To prove the bound (5.55) when −5m/6 ≤ k1 ≤ k2, we decompose, as in

(5.40)–(5.41), for any s ∈ [2m−1, 2m+1],

ϕ̃
(k1)
j1
· Pk1fµ(s) = (2αk1 + 210k1)−1[gµk1,j1(s) + hµk1,j1(s)],

gµk1,j1(s) = gµk1,j1(s) · ϕ̃(k1)
[j1−2,j1+2], hµk1,j1(s) = hµk1,j1(s) · ϕ̃(k1)

[j1−2,j1+2],

2(1+β)j1‖gµk1,j1(s)‖L2 + 2(1/2−β)‹k1‖’gµk1,j1(s)‖L∞ . 1,

2(1−β)j1‖hµk1,j1(s)‖L2 + ‖’hµk1,j1(s)‖L∞ + 2γj1‖’hµk1,j1(s)‖L1 . 2−8|k1|,

(5.58)

and

ϕ̃
(k2)
j2
· Pk2fν(s) = (2αk2 + 210k2)−1[gνk2,j2(s) + hνk2,j2(s)],

gνk2,j2(s) = gνk2,j2(s) · ϕ̃(k2)
[j2−2,j2+2], hνk2,j2(s) = hνk2,j2(s) · ϕ̃(k2)

[j2−2,j2+2],

2(1+β)j2‖gνk2,j2(s)‖L2 + 2(1/2−β)‹k2‖’gνk2,j2(s)‖L∞ . 1,

2(1−β)j2‖hνk2,j2(s)‖L2 + ‖’hνk2,j2(s)‖L∞ + 2γj2‖’hνk2,j2(s)‖L1 . 2−8|k2|.

(5.59)

We will prove now the L2 bound

(5.60)

(1 + 2k)2kσ(2αk + 210k) · 2(2+β)m
∥∥∥Pk‹T σ;µ,ν

s (fµk1,j1(s), fνk2,j2(s))
∥∥∥
L2
. 2−2β4m
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for any s ∈ [2m−1, 2m+1]; see (5.13) for the definition of the bilinear operators‹T σ;µ,ν
s . In view of the assumption (5.53) this would clearly imply the desired

L2 bound in (5.55).

Assume first that min(j1, j2) ≤ (1− 15β)m, i.e.,

(5.61)

min(j1, j2) ≤ (1−15β)m, max(j1, j2) ≥ (1−β/10)m+kσ, k2 ≥ k1 ≥ −5m/6.

Using (5.18) and (5.19),

‖Pk‹T σ;µ,ν
s (fµk1,j1(s), fνk2,j2(s))

∥∥∥
L2

. min(‖Efµk1,j1(s)‖L∞‖Efνk2,j2(s)‖L2 , ‖Efµk1,j1(s)‖L2‖Efνk2,j2(s)‖L∞)

. min(2βk1 , 2−6k1) min(2βk2 , 2−6k2)

· 2−m(5/4−10β)2(1/4−11β) min(j1,j2)2−(1−β) max(j1,j2)

. 2−kσ(1 + 2k2)−62−(2+3β/2)m,

which suffices to prove (5.60).

Assume now that min(j1, j2) ≥ (1− 15β)m, i.e.,

(5.62)

min(j1, j2) ≥ (1−15β)m, max(j1, j2) ≥ (1−β/10)m+kσ, k2 ≥ k1 ≥ −5m/6.

We recall that

fµk1,j1 = P[k1−2,k1+2](ϕ̃
(k1)
j1
· Pk1fµ)

= (2αk1 + 210k1)−1[P[k1−2,k1+2]g
µ
k1,j1

+ P[k1−2,k1+2]h
µ
k1,j1

],

fνk2,j2 = P[k2−2,k2+2](ϕ̃
(k2)
j2
· Pk2fν)

= (2αk2 + 210k2)−1[P[k2−2,k2+2]g
ν
k2,j2 + P[k2−2,k2+2]h

ν
k2,j2 ],

(5.63)

and we use the bounds in (5.58)–(5.59). Then we estimate, using also (5.62),∥∥∥Pk‹T σ;µ,ν
s (P[k1−2,k1+2]h

µ
k1,j1

(s), P[k2−2,k2+2]h
ν
k2,j2(s))

∥∥∥
L2

. ‖’hµk1,j1(s)‖L1‖’hνk2,j2(s)‖L2

. 2−γj12−(1−β)j22−8|k1|2−8|k2|

. 2−(γ+1−25β)m2−6|k1|2−8|k2|,∥∥∥Pk‹T σ;µ,ν
s (P[k1−2,k1+2]h

µ
k1,j1

(s), P[k2−2,k2+2]g
ν
k2,j2(s))

∥∥∥
L2

. ‖’hµk1,j1(s)‖L1‖’gνk2,j2(s)‖L2

. 2−γj12−(1+β)j22−8|k1|

. 2−m(γ+1−25β)2−6|k1|,
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s (P[k1−2,k1+2]g

µ
k1,j1

(s), P[k2−2,k2+2]h
ν
k2,j2(s))

∥∥∥
L2

. ‖’gµk1,j1(s)‖L2‖’hνk2,j2(s)‖L1

. 2−(1+β)j12−γj22−8|k2|

. 2−m(γ+1−25β)2−8|k2|2−kσ

and, using also (A.21)–(A.25) (compare with the bounds (5.19)),∥∥∥Pk‹T σ;µ,ν
s (P[k1−2,k1+2]g

µ
k1,j1

(s), P[k2−2,k2+2]g
ν
k2,j2(s))

∥∥∥
L2

. min
Ä
‖e−isΛ̃µP[k1−2,k1+2](g

µ
k1,j1

(s))‖L∞‖gνk2,j2(s)‖L2 ,

‖gµk1,j1(s)‖L2‖e−isΛ̃νP[k2−2,k2+2](g
ν
k2,j2(s))‖L∞

ä
. 2−(1+β) max(j1,j2) · 2−m(5/4−10β)2(1/4−11β) min(j1,j2)(1 + 24k2)

. 2−kσ(1 + 24k2)2−(2+19β/10)m.

Therefore, using also α ∈ [0, β/2] and k1 ≥ −5m/6, the left-hand side of (5.60)

is dominated by

C(1 + 25k2)2−αk12−9βm/10 . (1 + 25k2)2−29mβ/60.

This completes the proof of (5.60).

To complete the proof of (5.55) it remains to prove the L∞ bound. This

would follow from the estimate

(5.64)

(1+2k)2kσ(2αk+210k)·2(1/2−β)k̃2m
∥∥∥FPk‹T σ;µ,ν

s (fµk1,j1(s), fνk2,j2(s))
∥∥∥
L∞
. 2−2β4m

for all s ∈ [2m−2, 2m+2]. If k1 ≤ −2m/5 then, as in (5.57),∥∥∥FPk‹T σ;µ,ν
s (fµk1,j1(s), fνk2,j2(s))

∥∥∥
L∞
. ‖’fµk1,j1(s)‖L1‖’fνk2,j2(s)‖L∞

. 2(5/2−α+β)k1(2αk2 + 210k2)−12−(1/2−β)k̃2 ,

and therefore the left-hand side of (5.64) is dominated by

C(1 + 2k)2kσ · (2αk + 210k)(2αk2 + 210k2)−1 · 2(1/2−β)(k̃−k̃2) · 2m2(5/2−α+β)k1 ,

which is sufficient.

We now assume that −2m/5 ≤ k1 ≤ k2, and we decompose fµk1,j1 , f
ν
k2,j2

as in (5.58), (5.59), (5.63). If j1 ≤ j2, we estimate∥∥∥FPk‹T σ;µ,ν
s (P[k1−2,k1+2](g

µ
k1,j1

(s) + hµk1,j1(s)), P[k2−2,k2+2]g
ν
k2,j2(s))

∥∥∥
L∞

.
Ä
‖’gµk1,j1(s)‖L2 + ‖’hµk1,j1(s)‖L2

ä
‖’gνk2,j2(s)‖L2

. 2(1+β)k̃12−(1+β)j2
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and∥∥∥FPk‹T σ;µ,ν
s (P[k1−2,k1+2](g

µ
k1,j1

(s) + hµk1,j1(s)), P[k2−2,k2+2]h
ν
k2,j2(s))

∥∥∥
L∞

.
Ä
‖’gµk1,j1(s)‖L∞ + ‖’hµk1,j1(s)‖L∞

ä
‖’hνk2,j2(s)‖L1

. 2−(1/2−β)‹k1 · 2−8|k2|2−γj2 .

Since −k̃1 ≤ 2m/5, α ≤ β and 2j2 & 2m(1−β/10)2kσ , it follows that if j1 ≤ j2,

then ∥∥∥FPk‹T σ;µ,ν
s (fµk1,j1(s), fνk2,j2(s))

∥∥∥
L∞

. 2−(1+β)kσ2−(1+β)(1−β/10)m · (2αk1 + 210k1)−1(2αk2 + 210k2)−1.
(5.65)

Similarly, if j1 ≥ j2, we estimate∥∥∥FPk‹T σ;µ,ν
s (P[k1−2,k1+2]g

µ
k1,j1

(s), P[k2−2,k2+2](g
ν
k2,j2(s) + hνk2,j2(s)))

∥∥∥
L∞

. ‖’gµk1,j1(s)‖L2

Ä
‖’gνk2,j2(s)‖L2 + ‖’hνk2,j2(s)‖L2

ä
. 2−(1+β)j12(1+β)k̃2

and∥∥∥FPk‹T σ;µ,ν
s (P[k1−2,k1+2]h

µ
k1,j1

(s), P[k2−2,k2+2](g
ν
k2,j2(s) + hνk2,j2(s)))

∥∥∥
L∞

. ‖’hµk1,j1(s)‖L1

Ä
‖’gνk2,j2(s)‖L∞ + ‖’hνk2,j2(s)‖L∞

ä
. 2−γj12−6|k1|.

Since 2j1 & 2m(1−β/10)2kσ , it follows that if j1 ≥ j2, then∥∥∥FPk‹T σ;µ,ν
s (fµk1,j1(s), fνk2,j2(s))

∥∥∥
L∞

. 2−(1+β)kσ2−(1+β)(1−β/10)m · (2αk1 + 210k1)−1(2αk2 + 210k2)−1.
(5.66)

Using (5.65) and (5.66), the left-hand side of (5.64) is dominated by

C(1 + 2k)2−αk12−4βm/5,

which suffices. This completes the proof of the lemma. �

Now that we have identified m as the largest parameter, we may remove

the nonresonant part of the nonlinearity. For any κ ∈ (0, 2D/10], we define
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T σ;µ,ν
m (f, g) = Rσ;µ,ν

m,κ (f, g) +N1;σ;µ,ν
m (f, g) +N2;σ;µ,ν

m,κ (f, g),

F
î
N1;σ;µ,ν
m (f, g)

ó
(ξ) :=

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η)χσ;µ,ν
T (ξ, η)qm(s)

· f̂(ξ − η, s)ĝ(η, s) dηds,

χσ;µ,ν
T (ξ, η) := ϕ[1,∞)(2

D2+max(0,k1,k2)Φσ;µ,ν(ξ, η)),

F
î
N2;σ;µ,ν
m,κ (f, g)

ó
(ξ) :=

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η)χσ;µ,ν
S (ξ, η)qm(s)

· f̂(ξ − η, s)ĝ(η, s) dηds,

χσ;µ,ν
S (ξ, η) := ϕ(2D

2+max(0,k1,k2)Φσ;µ,ν(ξ, η))ϕ[1,∞)(|Ξµ,ν(ξ, η)|/κ),

F
î
Rσ;µ,ν
m,κ (f, g)

ó
(ξ) :=

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η)χσ;µ,ν
R (ξ, η)qm(s)

· f̂(ξ − η, s)ĝ(η, s) dηds,

χσ;µ,ν
R (ξ, η) := ϕ(2D

2+max(0,k1,k2)Φσ;µ,ν(ξ, η))ϕ(|Ξµ,ν(ξ, η)|/κ).

(5.67)

Our last lemma in this section shows that only the resonant part of the inter-

action Rσ;µ,ν
m,κ may produce more problematic outputs not in B1

j,k.

Lemma 5.8. Assume that σ ∈ {i, e, b}, µ, ν ∈ I0, (k, j), (k1, j1), (k2, j2) ∈
J , m ∈ [0, L+ 1] ∩ Z, and

− 9m/10 ≤ k1, k2 ≤ j/N ′0, max(j1, j2) ≤ (1− β/10)m+ kσ,

βm/2 +N ′0k+ +D2 ≤ j ≤ m+D, m ≥ −k(1 + β2).
(5.68)

Then, assuming m ∈ [0, L] ∩ Z,

(1 + 2k)‖ϕ̃(k)
j · PkN

1;σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)‖B1

k,j
. 2−2β4m,

(1 + 2k)‖ϕ̃(k)
j · PkN

2;σ;µ,ν
m,κ (fµk1,j1 , f

ν
k2,j2)‖B1

k,j
. 2−2β4m

(5.69)

for any κ ∈ (0, 2D/10] satisfying

(5.70) 2mκ ≥ 2β
2m2max(j1,j2), 2mκ ≥ 2β

2mκ−12−min(k1,k2,0)2−D.

Moreover, for m = L+ 1,

(5.71) (1 + 2k)‖ϕ̃(k)
j · PkT

σ;µ,ν
L+1 (fµk1,j1 , f

ν
k2,j2)‖B1

k,j
. 2−2β4L.

Proof of Lemma 5.8. To prove the second inequality in (5.69) we can ap-

ply Lemma A.2 with

K = κ2m, ε−1 = 2j1 + 2j2 + κ−12−min(0,k1,k2), εK ≥ 2β
2m

and the assumptions (5.70) to show that

(5.72) |F
î
N2;σ;µ,ν
m,κ (fµk1,j1 , f

ν
k2,j2)

ó
(ξ)| . 2−10m.

The second inequality in (5.69) follows easily using (5.68).
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To prove the first inequality in (5.69) when m ≤ L, we first integrate by

parts in s and obtain that

F
î
N1;σ;µ,ν
m (f, g)

ó
(ξ) = −

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η) χ
σ;µ,ν
T (ξ, η)

iΦσ;µ,ν(ξ, η)

· ∂s
î
qm(s)f̂(ξ − η, s)ĝ(η, s)

ó
dηds.

(5.73)

Therefore,

F
î
N1;σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)

ó
= i [N11 +N12 +N13] ,

N11(ξ) :=

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η) χ
σ;µ,ν
T (ξ, η)

Φσ;µ,ν(ξ, η)
q′m(s)

·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds,

N12(ξ) :=

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η) χ
σ;µ,ν
T (ξ, η)

Φσ;µ,ν(ξ, η)
qm(s)

· (∂s’fµk1,j1)(ξ − η, s)’fνk2,j2(η, s) dηds,

N13(ξ) :=

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η) χ
σ;µ,ν
T (ξ, η)

Φσ;µ,ν(ξ, η)
qm(s)

·’fµk1,j1(ξ − η, s)(∂s’fνk2,j2)(η, s) dηds.

We show first that

(5.74) (1 + 2k)(2αk + 210k)2(1+β)m‖PkN1;σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)‖L2 . 2−2β4m.

We may assume k1 ≤ k2. Using integration by parts, it is easy to see that

∥∥∥∥F−1

ñ
χσ;µ,ν
T (ξ, η)

Φσ;µ,ν(ξ, η)
ϕ[k−4,k+4](ξ)ϕ[k1−4,k1+4](ξ − η)ϕ[k2−4,k2+4](η)

ô ∥∥∥∥
L1(R3×R3)

. 220 max(0,k2).

(5.75)

Using the decomposition (5.73), Lemma A.3, and (5.75), we see that

‖PkN1;σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)‖L2

. 220 max(0,k2) sup
s∈[2m−2,2m+2]

[
min

{
‖Efµk1,j1(s)‖L∞‖fνk2,j2(s)‖L2 ,

‖fµk1,j1(s)‖L2‖Efνk2,j2(s)‖L∞
}

+ 2m‖Efµk1,j1(s)‖L∞‖(∂sfνk2,j2)(s)‖L2 + 2m‖(∂sfµk1,j1)(s)‖L2‖Efνk2,j2(s)‖L∞
]
.

(5.76)
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It follows from (5.17) and (5.20) that

2m‖Efµk1,j1(s)‖L∞‖(∂sfνk2,j2)(s)‖L2 + 2m‖(∂sfµk1,j1)(s)‖L2‖Efνk2,j2(s)‖L∞

. 2−6 max(k2,0)2−(1+2β)m.

Moreover, using (5.17)–(5.18),

min
¶
‖Efµk1,j1(s)‖L∞‖fνk2,j2(s)‖L2 , ‖fµk1,j1(s)‖L2‖Efνk2,j2(s)‖L∞

©
. 2−6 max(k2,0)2−(1+β)m2−(1−β) max(j1,j2).

Finally, if max(j1, j2) ≤ 2βm then, using (5.18) and (5.19),

min
¶
‖Efµk1,j1(s)‖L∞‖fνk2,j2(s)‖L2 , ‖fµk1,j1(s)‖L2‖Efνk2,j2(s)‖L∞

©
. 2−6 max(k2,0)2−(5/4−15β)m.

It follows from the last three bounds and (5.76) that

‖PkN1;σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)‖L2 . 215 max(k2,0)2−(1+2β)m,

and the desired bound (5.74) follows since 2k . 2k2 . 2m/N
′
0 .

We show now that

(5.77) (1 + 2k)2(1/2−β)k̃(2αk + 210k)‖FPkN1;σ;µ,ν
m (fµk1,j1 , f

ν
k2,j2)‖L∞ . 2−2β4m.

We may assume k1 ≤ k2 and use the Cauchy-Schwartz inequality, (5.17), and

(5.20) to see that

‖N12‖L∞ + ‖N13‖L∞

. 2max(0,k2)2m sup
s∈[2m−2,2m+2]

[
‖(∂sf̂µk1,j1)(s)‖L2‖f̂νk2,j2(s)‖L2

+ ‖f̂µk1,j1(s)‖L2‖(∂sf̂νk2,j2)(s)‖L2

]
. 2−βm(1 + 2(N0−10)k2)−1.

This implies that N12 and N13 give acceptable contributions to (5.77). Pro-

ceeding as above, using (5.18) we also get

‖N11‖L∞ . (1 + 2k2)2βk̃12−(1−β)j1 min(2−(N0−5)k2 , 2−(1−β)j2).

Therefore, this gives an acceptable contribution to (5.77) unless

(5.78) |k|+ |k1|+ |k2|+ j1 + j2 ≤ β2m.
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Assuming that (5.78) holds, we need to strenghten the L∞ bound on N11

slightly. We decompose

N11 = N11;1 +N11;2,

N11;1(ξ) :=

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η) χ
σ;µ,ν
T (ξ, η)

Φσ;µ,ν(ξ, η)
ϕ(δ−1|Ξµ,ν(ξ, η)|)q′m(s)

·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds,

N11;2(ξ) :=

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η) χ
σ;µ,ν
T (ξ, η)

Φσ;µ,ν(ξ, η)
[1− ϕ(δ−1|Ξµ,ν(ξ, η)|)]q′m(s)

·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds,

with δ := 2−m/3. Applying Lemma A.2 with K = 22m/3, ε = 2−m/3, it is easy

to see that

|N11;2(ξ)| . 2−10m,

provided that (5.78) holds, which is clearly sufficient. On the other hand, using

the definition (5.14) and the bounds (A.5), we observe that

|Ξµ,ν(ξ, η)| & |∇Λ̃ν(η)| ·min
(∣∣∣(ξ−η)/|ξ−η| − η/|η|

∣∣∣, ∣∣∣(ξ−η)/|ξ−η|+η/|η|
∣∣∣)

& 2−βm min
(∣∣∣(ξ−η)/|ξ−η| − η/|η|

∣∣∣, ∣∣∣(ξ−η)/|ξ−η|+ η/|η|
∣∣∣).

Consequently, if |ξ|∈ [2k−2, 2k+2], |ξ− η|∈ [2k1−2, 2k1+2] and |η|∈ [2k2−2, 2k2+2],

and |Ξµ,ν(ξ, η)| . 2−m/3, then

min
Ä
|η/|η| − ξ/|ξ||, |η/|η|+ ξ/|ξ||

ä
. 2−m/4.

Then, a simple estimate using the L∞ bounds in (5.17) gives |N11;1(ξ)| .
2−m/6, which is sufficient to finish the proof of (5.77). The first bound in

(5.69) follows from (5.74) and (5.77).

The bound (5.71) follows by a similar (in fact easier) argument; since

‖qL+1‖L1 . 1, one does not need to integrate by parts in s and one can simply

estimate the appropriate L2 and L∞ norms in the same way we estimated the

contributions of the function N11 in the argument above. �

We examine now the conclusions of Lemmas 5.5, 5.6, 5.7, and 5.8. We

notice that to complete the proof of Proposition 5.4, it suffices to prove Propo-

sition 5.9 below.

Proposition 5.9. Assume σ ∈ {i, e, b}, µ, ν ∈ I0, (k, j), (k1, j1), (k2, j2)

∈ J , m ∈ [1, L] ∩ Z, and

− 9m/10 ≤ k1, k2 ≤ j/N ′0, max(j1, j2) ≤ (1− β/10)m+ kσ,

βm/2 +N ′0k+ +D2 ≤ j ≤ m+D, m ≥ −k(1 + β2).
(5.79)
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Then there is

κ ∈ (0, 2D/10], κ ≥ max
Ä
2(β2m−m)/22−min(k1,k2,0)/22−D/2, 2β

2m−m2max(j1,j2)
ä
,

such that

(5.80) (1 + 2k)2kσ
∥∥∥ϕ̃(k)

j · PkR
σ;µ,ν
m,κ (fµk1,j1 , f

ν
k2,j2)

∥∥∥
Bk,j
. 2−2β4m.

We prove this proposition in the next three sections. We consider several

types of resonant interactions, which involve input and output frequencies lo-

cated on spheres or at the origin, as well as the different phase functions Φσ;µ,ν .

We classify these interactions into three basic types (see Proposition B.2) and

analyze the contributions separately in the next three sections. The optimal

value of κ for which we prove (5.80) depends, of course, on all the other pa-

rameters.

6. Proof of Proposition 4.3, II: Case A resonant interactions

In the following, given a set S, we write Φσ;µ,ν ∈∈ S if Φσ;µ,ν ∈ S or

Φσ;ν,µ ∈ S. In this section we consider type A interactions (see Proposition B.2)

and prove the following proposition:

Proposition 6.1. Assume that (k, j), (k1, j1), (k2, j2)∈J , m∈ [1, L]∩Z,

Φσ;µ,ν ∈ T ′A := {Φi;e+,i−,Φi;b+,i−,Φi;b−,e+,Φi;b+,e−,Φe;e+,i+,Φe;b+,i+,Φe;b+,i−,

Φe;b+,e−,Φb;e+,i+,Φb;b+,i+,Φb;e+,e+,Φb;b+,e+,Φb;b+,e−},

(6.1)

and

−D/2 ≤ k, k1, k2 ≤ D/2, max(j1, j2) ≤ (1− β/10)m,

βm/2 +N ′0k+ +D2 ≤ j ≤ m+D.
(6.2)

Then there is κ ∈ (0, 1], κ ≥ max
Ä
2(β2m−m)/2, 2β

2m−m2max(j1,j2)
ä
, such that

(6.3)
∥∥∥ϕ̃(k)

j · PkR
σ;µ,ν
m,κ (fµk1,j1 , f

ν
k2,j2)

∥∥∥
Bk,j
. 2−2β4m.

The phases in the set T ′A are the same as the phases in the set TA, after

interchanging the last two indices. Without loss of generality, we may assume

that Φσ;µ,ν ∈ T ′A instead of Φσ;µ,ν ∈∈ TA.

The rest of the section is concerned with the proof of Proposition 6.1. The

interactions corresponding to Case A are among the most difficult to control.

In particular, they produce outputs that fail to belong to the “strong” B1
k,j

spaces. A key element we need is a precise description of the sizes of the various

elements close to the resonant set. This is made possible by the fact that the

Hessian of the phases is nondegenerate. We refer to the introduction of [26]

for more details.
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Recall that Ξµ,ν(ξ, η) = ∇ηΦσ;µ,ν(ξ, η). We define first the interaction

functions for the space-resonant phases in T ′A given in (6.1), the functions

pσ;µ,ν and qµ,ν defined below. They help us characterize the vanishing set for

Ξµ,ν through the equality (6.4). Only the functions pσ;µ,ν play an essential

role, but the functions qµ,ν appear as simpler intermediate functions. Our goal

is to define these functions such that

(6.4) Ξµ,ν(qµ,ν(η), η) = 0 = Ξµ,ν(ξ, pσ;µ,ν(ξ)).

The first equality holds for all η, and the second equality holds for all ξ where

pσ;µ,ν(ξ) is well defined.

For this, we first define

(6.5) pb;e+,e+(ξ) := ξ/2, qe+,e+(η) := 2η, te,e(r) := r.

The other functions require a little more care. We first define qµ,ν and then

invert the process. We define the real-valued functions tei, tbi, tbe : [0,∞) →
[0,∞) by the relation

λ′e(t
ei(r)) = λ′b(t

bi(r)) = λ′i(r), λ′b(t
be(r)) = λ′e(r).

Since λ′e and λ′b are injective (see Lemma A.4) and using also (B.14), these

functions are well defined. We can directly see that tbi(r) ≤ tei(r), tbe(r) ≤ r,

and since

λ′i(r) ∈ [λ′i(r∗), λ
′
i(0)] ⊆

[
λ′i(r∗),

√
1 + T√
1 + ε

]
for any r ∈ [0,∞),

we get from Lemma A.4 that

√
ελ′i(r∗)/(2T ) ≤ tei(r) ≤

»
3ε/T ,

√
ελ′i(r∗)/Cb ≤ tbi(r) ≤

»
ε/Cb,

0 ≤ tbe(r) ≤

»
T (1 + ε)»
C2
b − TCb

.
(6.6)

More precisely, we have

tbi(r) =

»
ε(1 + ε)
√
Cb

λ′i(r)»
Cb − ε(λ′i(r))2

, tbe(r) =

»
ε(1 + ε)
√
Cb

λ′e(r)»
Cb − ε(λ′e(r))2

,

while tei has a similar behavior. Note, in particular, that T (tei(r))2 ≤ 3ε,

Cb(t
bi(r))2 ≤ ε, Cb(tbe(r))2 ≤ T (1 + ε)/(Cb − T ). Let

(∂tσ1σ2)(r) :=
dtσ1σ2(r)

dr
, (σ1, σ2) ∈ {(e, e), (e, i), (b, i), (b, e)}.
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Using Lemma A.4,

∣∣∣(∂tei)(r)∣∣∣ =

∣∣∣∣ λ′′i (r)

λ′′e(t
ei(r))

∣∣∣∣
≤ |λ′′i (r)|

ε1/2(1 + Ttei(r)2)3/2

T (1−
√
ε)

≤ 8
√

2
√
ε(1 + 3ε)3/2T

(1−
√
ε)T

≤ 1

2
,

∣∣∣(∂tbi)(r)∣∣∣ =

∣∣∣∣ λ′′i (r)

λ′′b (t
bi(r))

∣∣∣∣ ≤ |λ′′i (r)|ε1/2(1 + ε+ Cbt
bi(r)2)3/2

Cb(1 + ε)

≤ 8
√

2
√
εT (1 + 2ε)3/2

Cb(1 + ε)
≤ 1

2
,

C−1
Cb,ε
≤ (∂tbe)(r) =

λ′′e(r)

λ′′b (t
be(r))

≤ (1 +
√
ε)T

(1 + Tr2)3/2

(1 + ε+ Cbt
be(r)2)3/2

Cb(1 + ε)
≤

(1 + 4
√
ε)TC

1/2
b

(Cb − T )3/2
≤ 1

2
.

(6.7)

We now define qµ,ν when (σ1, σ2) ∈ {(e, i), (b, i), (b, e)} by the formula

qµ,ν(η) := η + (ι1 · ι2)tσ1σ2(|η|) η
|η|

= t̃µ,ν(|η|) η
|η|
,

such that Ξµ,ν(qµ,ν(η), η) = 0. Then we define the function rµ,ν(s) as the

inverse function of t̃µ,ν(r) := r + (ι1 · ι2)tσ1σ2(r). Therefore,

rµ,ν : [ι1ι2t
σ1σ2(0),∞)→ [0,∞)

is a well-defined increasing function, and

(6.8) (∂sr
µ,ν)(s) =

1

1 + ι1ι2(∂tσ1σ2)(rµ,ν(s))
, s ∈ [ι1ι2t

σ1σ2(0),∞).

We can now finally define the functions pσ;µ,ν and χσ;µ,ν
A : [0,∞)→ [0, 1]:

(a) if Φσ;µ,ν ∈ T ′A \ {Φe;b+,i−}, then we define

Iσ;µ,ν := [tσ1σ2(0),∞), pσ;µ,ν(ξ) := rµ,ν(|ξ|)ξ/|ξ| for |ξ| ∈ Iσ;µ,ν ,

χσ;µ,ν
A := 1(tσ1σ2 (0)+2−2D,∞);

(6.9)

(b) if Φσ;µ,ν = Φe;b+,i−, then we define

Iσ;µ,ν := [0, tbi(0)], pσ;µ,ν(ξ) := −rµ,ν(−|ξ|)ξ/|ξ| for |ξ| ∈ Iσ;µ,ν ,

χσ;µ,ν
A := 1(0,tbi(0)−2−2D).

(6.10)

In both cases we also define

(6.11) rσ;µ,ν(|ξ|) := pσ;µ,ν(ξ) · ξ/|ξ|.

The functions pσ;µ,ν are not defined (and not needed) outside the range

specified above, since we will use them only to study resonant interactions.
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These functions are the key to an efficient analysis of Case A through the use

of the following lemma:

Lemma 6.2. Assume Φσ;µ,ν ∈T ′A (see (6.1)) and −D/2≤k, k1, k2≤D/2.

(i) Assume that δ ∈ [0, 2−100D], and assume that (ξ, η) ∈ R3 × R3 is a point

such that

|ξ| ∈ [2k−4, 2k+4], |η| ∈ [2k2−4, 2k2+4], |ξ − η| ∈ [2k1−4, 2k1+4],

|Ξµ,ν(ξ, η)| ≤ δ, |Φσ;µ,ν(ξ, η)| ≤ 2−100D.
(6.12)

Then

(6.13)

χσ;µ,ν
A (|ξ|) = 1,

∣∣∣η − pσ;µ,ν(ξ)
∣∣∣ ≤ 240Dδ and Ξµ,ν(ξ, pσ;µ,ν(ξ)) = 0,

and

min
Ä
|(∂srσ;µ,ν)(|ξ|)|, |1− (∂sr

σ;µ,ν)(|ξ|)|
ä
≥ 2−4D,

|(Dρ
sr
σ;µ,ν)(|ξ|)| ≤ 220D, ρ = 0, 1, . . . 4.

(6.14)

Moreover, if σ2 = i, then

(6.15)
∣∣∣|η| − r∗∣∣∣ &Cb,ε 1.

(ii) Let Ψσ;µ,ν : Iσ;µ,ν → R be defined by

Ψσ;µ,ν(s) := Φσ;µ,ν(se, rσ;µ,ν(s)e)

= λσ(s)− ι1λσ1(|rσ;µ,ν(s)− s|)− ι2λσ2(|rσ;µ,ν(s)|)
(6.16)

for some e ∈ S2. (The definition, of course, does not depend on the choice

of e.) Then there is some constant c̃ = c̃(σ, µ, ν) ∈ {−1, 1} with the

following property :

the set Ĩσ;µ,ν
k :={s ∈ [2k−4, 2k+4] ∩ Iσ;µ,ν : |Ψσ;µ,ν(s)|≤2−110D} is an interval;

(6.17)

c̃ · (∂sΨσ;µ,ν)(s) ≥ 2−20D for any s ∈ Ĩσ;µ,ν
k .

Proof of Lemma 6.2. Since Φσ;µ,ν ∈ T ′A, qµ,ν is well defined. We start

from the elementary formula

|Ξµ,ν(ξ, η)| = |Ξµ,ν(ξ, η)− Ξµ,ν(qµ,ν(η), η)|
≈Cb,ε |λ

′
σ1(|ξ − η|)− λ′σ1(|qµ,ν(η)− η|)||

+ max(λ′σ1(|ξ − η|), λ′σ1(|qµ,ν(η)− η|))
∣∣∣∣ ξ − η|ξ − η|

− qµ,ν(η)− η
|qµ,ν(η)− η|

∣∣∣∣.
Since λ′σ1(r) ≥ 2−2D and λ′′σ1(r) ≥ 2−2D(1+r)−3 if r ≥ 2−D/2−10, the condition

|Ξµ,ν(ξ, η)| ≤ δ shows that∣∣∣|ξ − η| − |qµ,ν(η)− η|
∣∣∣+ ∣∣∣∣ ξ − η|ξ − η|

− qµ,ν(η)− η
|qµ,ν(η)− η|

∣∣∣∣ ≤ 210Dδ.
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This shows that

(6.18) |ξ − qµ,ν(η)| ≤ 220Dδ and |fσ;µ,ν(|η|)| ≤ 230D,

where fσ;µ,ν : [0,∞)→ R is defined by

(6.19)

fσ;µ,ν(r) := Φσ;µ,ν(qµ,ν(re), re) = λσ(|t̃µ,ν(r)|)− ι1λσ1(tσ1σ2(r))− ι2λσ2(r).

We turn now to the proof of the lemma. We observe first that (6.14)

follows from the formula (6.8) and the bounds (6.15), (6.13), and (6.7). We

note also that the conclusion that Ĩσ;µ,ν
k is a closed interval in the first line of

(6.17) is a consequence of the existence of a constant c̃ satisfying the inequality

c̃(∂sΨ
σ;µ,ν)(s) ≥ 2−20D for any s ∈ Ĩσ;µ,ν

k in the second line of (6.17).

We prove the claims in the lemma by analyzing several cases.

Case 1. Φσ;µ,ν ∈ {Φb;b+,e+,Φb;e+,e+}. In this case we have

tσ1σ2(0) = 0, χσ;µ,ν
A = 1(2−2D,∞), t̃

µ,ν(r) = r + tσ1σ2(r), rµ,ν(s) ∈ [0, s],

fσ;µ,ν(r) = λb(r + tσ1σ2(r))− λσ1(tσ1σ2(r))− λe(r),
Ψσ;µ,ν(s) = λb(s)− λσ1(s− rµ,ν(s))− λe(rµ,ν(s)),

(∂sΨ
σ;µ,ν)(s) = λ′b(s)− λ′e(rµ,ν(s)).

(6.20)

The claims (6.13) and (6.17) with c̃ = 1 follow easily (using, for example,

(B.5)), and the claim (6.15) is trivial.

Case 2. Φσ;µ,ν ∈ {Φe;e+,i+,Φe;b+,i+,Φb;e+,i+,Φb;b+,i+}. In this case we

have

tσ1σ2(0) ≈Cb,ε 1, χσ;µ,ν
A = 1(tσ1σ2 (0)+2−2D,∞),

t̃µ,ν(r) = r + tσ1σ2(r), rµ,ν(s) ∈ [0, s],

fσ;µ,ν(r) = λσ(r + tσ1σ2(r))− λσ1(tσ1σ2(r))− λi(r),
Ψσ;µ,ν(s) = λσ(s)− λσ1(s− rµ,ν(s))− λi(rµ,ν(s)),

(∂sΨ
σ;µ,ν)(s) = λ′σ(s)− λ′i(rµ,ν(s)).

(6.21)

Notice that

(∂rf
σ;µ,ν)(r) = [1 + (∂tσ1σ2)(r)][λ′σ(r + tσ1σ2(r))− λ′σ1(tσ1σ2(r))].

Therefore, using also (6.7) and Lemma A.4, (∂rf
σ;µ,ν)(r) ≥Cb,ε r(1 + r2)−3/2

and fσ;µ,ν(0) ≥ 0 if Φσ;µ,ν ∈ {Φe;e+,i+,Φb;e+,i+,Φb;b+,i+}. Therefore, the in-

equality |fσ;µ,ν(|η|)| ≤ 2−20D in (6.18) cannot be verified in these cases for any

(ξ, η) as in (6.12), and the conclusions of the lemma are trivial.

On the other hand, if Φσ;µ,ν = Φe;b+,i+, then the claims in (6.13) follow

easily, using (6.18) and the hypothesis of the lemma. To prove the remaining
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claims we show first that

(6.22) |η| ≤ 3T−1/2/4 ≤ 3r∗/4.

Indeed, starting from the inequalities |fe;b+,i+(|η|)| ≤ 2−20D and tbi(r) ≤»
ε/Cb (see (6.6)), and using also (A.7), it follows that

2−20D ≥ λe(|η|)− ε−1/2
√

1 + 2ε− λi(|η|)

≥ ε−1/2
Ä»

1 + T |η|2 −
√

1 + 2ε
ä
−
»

(T + 1)(ε+ 1)|η|.

The desired bound (6.22) follows. This clearly implies the bound (6.15).

Finally, to prove (6.17), we calculate

Ψe;b+,i+(tbi(0)) = λe(t
bi(0))− λb(tbi(0)) ≤ −C−1

Cb,ε
,

(∂sΨ
e;b+,i+)(tbi(0)) = λ′e(t

bi(0))− λ′i(0) = λ′e(t
bi(0))− λ′b(tbi(0)) ≤ −C−1

Cb,ε
,

(∂2
sΨe;b+,i+)(s) = λ′′e(s)− (∂sr

b+,i+)(s)λ′′i (r
b+,i+(s)).

(6.23)

Therefore, (∂2
sΨe;b+,i+)(s)≥C−1

Cb,ε
for all s∈ [tbi(0),∞) for which rb+,i+(s)≤r∗.

On the other hand, as in the proof of (6.22), if s ∈ [2k−4, 2k+4] has the property

that |Ψe;b+,i+(s)| ≤ 2−20D, then rb+,i+(s) ≤ 4r∗/5. The desired conclusion

(6.17) follows with c̃ = 1 by combining the inequalities in (6.23).

Case 3. Φσ;µ,ν ∈ {Φi;b−,e+,Φi;b+,e−,Φe;b+,e−,Φb;b+,e−}. In this case we

have

tσ1σ2(0) = 0, χσ;µ,ν
A = 1(2−2D,∞), t̃

µ,ν(r) = r − tσ1σ2(r), rµ,ν(s)∈ [s,∞),

fσ;µ,ν(r) = λσ(r − tσ1σ2(r))− ι1λb(tσ1σ2(r))− ι2λe(r),
Ψσ;µ,ν(s) = λσ(s)− ι1λb(rµ,ν(s)− s)− ι2λe(rµ,ν(s)),

(∂sΨ
σ;µ,ν)(s) = λ′σ(s)− ι2λ′e(rµ,ν(s)).

(6.24)

The claims in (6.13) follow easily, using the hypothesis and (6.18). The claim

(6.15) is trivial. The conclusion (6.17) also follows from the formulas above if

ι2 = −, with c̃ = 1.

It remains to prove (6.17) when Φσ;µ,ν = Φi;b−,e+, in which case we set

c̃ = −1. For s ≥ r∗, we estimate

(∂sΨ
i;b−,e+)(s) = λ′i(s)− λ′e(rµ,ν(s)) ≤ 1− λ′e(r∗) ≤ −1,

which gives the desired conclusion (6.17) when s ≥ r∗. On the other hand, we

calculate

Ψi;b−,e+(0) = λi(0) + λb(0)− λe(0) = 0,

(∂sΨ
i;b−,e+)(0) = λ′i(0)− λ′e(0) ≥ C−1

Cb,ε
,

(∂2
sΨi;b−,e+)(s) = λ′′i (s)− (∂sr

b−,e+)(s)λ′′e(r
b−,e+(s)).
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Therefore, (∂2
sΨi;b−,e+)(s) ≤ −C−1

Cb,ε
for s ∈ [0, r∗], and the desired conclusion

(6.17) with c̃ = −1 follows in this range as well.

Case 4. Φσ;µ,ν ∈ {Φi;e+,i−,Φi;b+,i−}. In this case we have

tσ1σ2(0) ≈Cb,ε 1, χσ;µ,ν
A = 1(tσ1σ2 (0)+2−2D,∞),

t̃µ,ν(r) = r − tσ1σ2(r), rµ,ν(s) ∈ [s,∞),

fσ;µ,ν(r) = λi(|r − tσ1σ2(r)|)− λσ1(tσ1σ2(r)) + λi(r),

Ψσ;µ,ν(s) = λi(s)− λσ1(rµ,ν(s)− s) + λi(r
µ,ν(s)),

(∂sΨ
σ;µ,ν)(s) = λ′i(s) + λ′i(r

µ,ν(s)).

(6.25)

Recalling that tσ1i(r) ≤
»

3ε/T and λi(r) ≤
√

1 + r2 for any r ∈ [0,∞) (see

(6.6) and (A.4)), we estimate

λi(|r − tσ1σ2(r)|)− λσ1(tσ1σ2(r)) + λi(r) ≤ −ε−1/2 + 2
√

1 + r2

for any r ∈ [0,∞). The inequality |fσ;µ,ν(|η|)| ≤ 2−20D (see (6.18)) then shows

that |η| ≥ (3ε)−1/2. Therefore, |qµ,ν(η)| = |η| − tσ1i(|η|) ≥ |η|/2, and the

conclusions in (6.13) follow using also (6.18). The claim (6.15) follows from

|η| ≥ (3ε)−1/2. Finally, the conclusion (6.17) with c̃ = 1 follows from the last

formula in (6.25).

Case 5. Φσ;µ,ν = Φe;b+,i−. In this case we have

tσ1σ2(0) ≈Cb,ε 1, χσ;µ,ν
A = 1(0,tσ1σ2 (0)−2−2D),

t̃µ,ν(r) = r − tbi(r), rµ,ν(s) ∈ [s,∞),

fσ;µ,ν(r) = λe(|r − tbi(r)|)− λb(tbi(r)) + λi(r),

Ψσ;µ,ν(s) = λe(s)− λb(rµ,ν(−s) + s) + λi(r
µ,ν(−s)),

(∂sΨ
σ;µ,ν)(s) = λ′e(s)− λ′b(rµ,ν(−s) + s).

(6.26)

Clearly, −fσ;µ,ν(0) &Cb,ε 1. Extending λe as an even function on R we calcu-

late, for r ≥ 0,

(∂rf
σ;µ,ν)(r) = (1− (∂tbi)(r))λ′e(r − tbi(r))− (∂tbi)(r)λ′b(t

bi(r)) + λ′i(r)

= [1− (∂tbi)(r)][λ′b(t
bi(r)) + λ′e(r − tbi(r))].

Let r0 ∈ [0,∞) denote the unique number with the property that r0 = tbi(r0).

In view of (6.6), r0 ≤
»
ε/Cb ≤ r∗/2. Moreover, r − tbi(r) ≥ 0 if r ≥ r0

and r − tbi(r) ≤ 0 if r ≤ r0. Therefore, (∂rf
σ;µ,ν)(r) &Cb,ε 1 if r ≥ r0 and

(∂rf
σ;µ,ν)(r) &Cb,ε r if r ∈ [0, r0]. Moreover,

fσ;µ,ν(r0) = λe(0)− λb(r0) + λi(r0) =

∫ r0

0
[λ′i(ρ)− λ′b(ρ)] dρ

≥ r0λ
′
i(r0)− r0λ

′
b(r0) +

∫ r0

0
[λ′b(r0)− λ′b(ρ)] dρ &Cb,ε 1.
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Therefore, the strictly increasing function fσ;µ,ν has a unique zero in the

interval (2−D/2, r0 − 2−D/2). It follows from (6.18) that if η = re, then

r ∈ (2−D, r0−2−D) and |ξ−(r−tbi(r))e| ≤ 220Dδ. The conclusions in (6.13) fol-

low. The conclusion (6.15) follows using also r0 ≤ r∗/2. The inequality (6.17)

follows using, for example, (B.5). �

Remark. The analysis in Case 2 in the proof of Lemma 6.2 shows that

the phases Φe;e+,i+, Φb;e+,i+, and Φb;b+,i+ are, in fact, nonresonant, in the

sense that there are no points (ξ, η) ∈ R3 ×R3 satisfying (6.12). Therefore, in

Proposition 6.1 we may assume that

Φσ;µ,ν ∈ T ′′A := {Φi;e+,i−,Φi;b+,i−,Φi;b−,e+,Φi;b+,e−,Φe;b+,i+,Φe;b+,i−,

Φe;b+,e−,Φb;e+,e+,Φb;b+,e+,Φb;b+,e−}.
(6.27)

6.1. Proof of Proposition 6.1. Once the functions pσ;µ,ν have been cre-

ated, the rest of the analysis follows similar lines to the analysis of [26, §4].

The main ingredients we need come from the refined Bk,j norms and addi-

tional L2 orthogonality arguments. We prove Proposition 6.1 in two steps (see

Lemmas 6.3 and 6.4 below) depending on the maximum in the definition of κ.

Lemma 6.3. The bound (6.3) holds provided that (6.2) and (6.27) hold

and, in addition,

(6.28) max(j1, j2) ≤ (m− β2m)/2,

with

(6.29) κ := 2(β2m−m)/2.

Proof of Lemma 6.3. For simplicity of notation, let

G(ξ) := F [PkR
σ;µ,ν
m,κ (fµk1,j1 , f

ν
k2,j2)](ξ),

= ϕk(ξ)χ
σ;µ,ν
A (|ξ|)

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η)χσ;µ,ν
R (ξ, η)qm(s)

·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds,

(6.30)

where χσ;µ,ν
A was defined in Lemma 6.2 and, as before,

χσ;µ,ν
R (ξ, η) = ϕ(2D

2+max(0,k1,k2)Φσ;µ,ν(ξ, η))ϕ(|Ξµ,ν(ξ, η)|/κ).

Using the L∞ bounds in (5.17) and (6.13) (with δ = 4κ), we see easily that

(6.31) ‖G‖L∞ . κ3 · 2m . 2−m/223β2m/2.

This suffices to prove (6.3) if, for example, j ≤ m(1/2 − 4β). To cover the

entire range j ≤ m+D we integrate by parts in s.

In the argument below we may assume that G 6= 0; in particular, this

guarantees that the main assumption (6.12) is satisfied. With Ψσ;µ,ν(|ξ|) =
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Φσ;µ,ν(ξ, pσ;µ,ν(ξ)), defined as in (6.16), assume that

(6.32) 2m|Ψσ;µ,ν(|ξ|)| ∈ [2l, 2l+1], l ∈ [βm,∞) ∩ Z.

Then, using Lemma 6.2, we see that if |η − pσ;µ,ν(ξ)| ≤ 250Dκ, then

|Φσ;µ,ν(ξ, η)−Ψσ;µ,ν(|ξ|)| ≤ |η − pσ;µ,ν(ξ)| · sup
|ζ−pσ;µ,ν(ξ)|≤250Dκ

|Ξµ,ν(ξ, ζ)|

≤ 260Dκ|η − pσ;µ,ν(ξ)|,

since Ξµ,ν(ξ, pµ,ν(ξ)) = 0. Therefore,

2m|Φσ;µ,ν(ξ, η)| ∈ [2l−3, 2l+4] if χσ;µ,ν
R (ξ, η) 6= 0.

After integration by parts in s it follows that

|G(ξ)| . 2m−l|ϕk(ξ)|
∫
R

∫
R3
|χσ;µ,ν
R (ξ, η)| |q′m(s)| |’fµk1,j1(ξ − η, s)| |’fνk2,j2(η, s)|

+ |χσ;µ,ν
R (ξ, η)| |qm(s)| |(∂s’fµk1,j1)(ξ − η, s)| |’fνk2,j2(η, s)|

+ |χσ;µ,ν
R (ξ, η)| |qm(s)| |’fµk1,j1(ξ − η, s)| |(∂s’fνk2,j2)(η, s)| dηds.

We use now (5.7), the last bound in (5.17), (5.22), and Lemma 6.2. It follows

that

(6.33) |G(ξ)| . 2m−l|ϕk(ξ)|χσ;µ,ν
A (|ξ|) ·κ3 . |ϕk(ξ)|χσ;µ,ν

A (|ξ|) ·2−l2−m/22βm/5

provided that (6.32) holds.

We can now prove the desired bound (6.3). To make use of (6.32)–(6.33)

we need a good description of the level sets of the functions Ψσ;µ,ν . Let

l0 := bβm+ 2c,

Dl0 := {ξ ∈ R3 : 2m|Ψσ;µ,ν(|ξ|)| ≤ 2l0 and |ϕk(ξ)|χσ;µ,ν
A (|ξ|) 6= 0},

Dl := {ξ ∈ R3 : 2m|Ψσ;µ,ν(|ξ|)| ∈ (2l−1, 2l]

and |ϕk(ξ)|χσ;µ,ν
A (|ξ|) 6= 0}, l ∈ [l0 + 1,m− 100D] ∩ Z,

G =
m−100D∑
l=l0

Gl, Gl(ξ) := G(ξ) · 1Dl(ξ).

For (6.3) it remains to prove that for any l ∈ [l0,m− 100D] ∩ Z,

(6.34)
∥∥∥ϕ̃(k)

j · F
−1(Gl)‖Bk,j . 2−3β4m.

Using (6.17) in Lemma 6.2, it follows that there is

θσ;µ,ν = θσ;µ,ν(µ, ν, σ, k, k1, k2, l) ∈ [2−D,∞)

with the property that

(6.35) Dl ⊆ {ξ ∈ R3 :
∣∣∣|ξ| − θσ;µ,ν

∣∣∣ . 2l−m}.
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Therefore, using also (6.33) if l ≥ l0 + 1 and (6.31) if l = l0,∥∥∥ϕ̃(k)
j · F

−1(Gl)‖B1
k,j
. 2(1+β)j‖Gl‖L2 + ‖Gl‖L∞

. 2βm2−l2−m/22βm/5 ·
Ä
2(1+β)j2(l−m)/2 + 1)

. 2j−m2−l/2211βm/5 + 2−l2−m/226βm/5.

This clearly suffices to prove (6.34) if l ≥ 6βm or j ≤ m− 3βm.

It remains to prove (6.34) in the remaining case

(6.36) l ∈ [l0, 6βm] ∩ Z and j ∈ [m− 3βm,m+D] ∩ Z.

For this we need to use the norms B2
k,j defined in (4.5). Assume first that

l ≥ l0 + 1. As before we estimate easily

2(1−β)j‖Gl‖L2 + ‖Gl‖L∞ . 2−l2−m/22βm/5 ·
Ä
2(1−β)m2(l−m)/2 + 1)

. 2−l/22−4βm/5 + 2−l2−m/22βm/5.

Therefore, for (6.34), it suffices to prove that

(6.37) 2γj sup
R∈[2−j ,2k], ξ0∈R3

R−2
∥∥∥Fîϕ̃(k)

j · F
−1(Gl)

ó∥∥∥
L1(B(ξ0,R))

. 2−3β4m.

Since
∣∣∣F(ϕ̃

(k)
j )(ξ)

∣∣∣ . 23j(1 + 2j |ξ|)−6, it follows from (6.33) that∣∣∣Fîϕ̃(k)
j · F

−1(Gl)
ó
(ξ)
∣∣∣ . ∫

R3
|Gl(ξ − η)| · 23j(1 + 2j |η|)−6 dη

. 2−l2−m/22βm/5
∫
R3

1Dl(ξ − η) · 23j(1 + 2j |η|)−6 dη.

Therefore, using now (6.35), for any R ∈ [2−j , 2k] and ξ0 ∈ R3,

R−2
∥∥∥Fîϕ̃(k)

j · F
−1(Gl)

ó∥∥∥
L1(B(ξ0,R))

. 2−l2−m/22βm/5 · 2l−m . 2−3m/22βm/5,

and the bound (6.37) follows.

Similarly, using (6.31) and (6.35),

2(1−β)j‖Gl0‖L2 + ‖Gl0‖L∞ . 2(1−β)(j−m)2−βm+l0/2+3β2m + 2−m/4 . 2−3β4m

and∣∣∣Fîϕ̃(k)
j · F

−1(Gl0)
ó
(ξ)
∣∣∣ . ∫

R3
|Gl0(ξ − η)| · 23j(1 + 2j |η|)−6 dη

. 2−m/223β2m
∫
R3

1Dl0 (ξ − η) · 23j(1 + 2j |η|)−6 dη,

from where we conclude that, for any R ∈ [2−j , 2k] and ξ0 ∈ R3,

R−2
∥∥∥Fîϕ̃(k)

j · F
−1(Gl0)

ó∥∥∥
L1(B(ξ0,R))

. 2−m/223β2m · 2l0−m . 2−3m/222βm.

The desired bound (6.34) follows when l = l0, which completes the proof of

the lemma. �
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Lemma 6.4. The bound (6.3) holds provided that (6.2) and (6.27) hold

and, in addition,

(6.38) max(j1, j2) ≥ (m− β2m)/2,

with

(6.39) κ := 2β
2m2max(j1,j2)−m.

Proof of Lemma 6.4. Using definition (4.4), it suffices to prove that

2(1+β)j
∥∥∥ϕ̃(k)

j · PkR
σ;µ,ν
m,κ1 (fµk1,j1 , f

ν
k2,j2)

∥∥∥
L2

+
∥∥∥F [ϕ̃

(k)
j · PkR

σ;µ,ν
m,κ1 (fµk1,j1 , f

ν
k2,j2)]

∥∥∥
L∞
. 2−2β4m.

(6.40)

Let G = FPkRσ;µ,ν
m,κ1 (fµk1,j1 , f

ν
k2,j2

) be given as in (6.30). In proving (6.40) we

may assume that G 6= 0; in particular, this guarantees that the main assump-

tions (6.12) of Lemma 6.2 are satisfied. We prove first the L∞ bound in (6.40).

Assume that j1 ≤ j2. (The case j1 ≥ j2 is similar.) Then (see (5.17) and

(4.6)–(4.8))

‖’fµk1,j1(s)‖L∞ . 1,

sup
ξ0∈R3

‖’fνk2,j2(s)‖L1(B(ξ0,R)) . 2−(1+β)j2R3/2 for any R ≤ 1.

Using (6.13) in Lemma 6.2 it follows that

‖G‖L∞ . 2m · 2−(1+β)j2κ3/2 . 2−m/222β2m2(1/2−β)j2 . 2−2β4m,

as desired.

To get the L2 bound in (6.40) it suffices to show that

(6.41) 2(2+2β)m‖G‖2L2 . 2−4β4m.

To prove this we need first an orthogonality argument. The point of this

argument is to show that the space-time resonant contributions coming from

different values s and s′ in the function G (see definition (6.30)) are essentially

orthogonal, provided that |s − s′| & 2mκ. More precisely, let χ : R → [0, 1]

denote a smooth function supported in the interval [−2, 2] with the property

that

(6.42)
∑
n∈Z

χ(x− n) = 1 for any x ∈ R.

We define the smooth function χ′ : R3 → [0, 1], χ′(x, y, z) := χ(x)χ(y)χ(z).

Recall the functions Ψσ;µ,ν defined in (6.16). For any v ∈ Z3 and n ∈ Z, we
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define

Gv,n(ξ) := χ′(κ−1ξ − v)ϕk(ξ)∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η)χσ;µ,ν
R (ξ, η)χ(2−mκ−1s− n)qm(s)

·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds,

(6.43)

and we notice that G =
∑
v∈Z3

∑
n∈ZGv,n. In view of Lemma 6.2(i) we notice

also that the functions ‹Gv,s are trivial unless

v ∈ Zσ;µ,ν
κ := {w ∈ Z3 : κ|w| ∈ [2k−4, 2k+4]

∩ [tσ1σ2(0) + 2−4D,∞), |Ψσ;µ,ν(κ|w|)| ≤ 2−200D}.
(6.44)

We show now that

(6.45) ‖G‖2L2 .
∑

v∈Zσ;µ,νκ

∑
n∈Z
‖Gv,n‖2L2 + 2−10m.

This additional orthogonality in time allows us a crucial gain of κ1/2 in the time

integration, compared to the trivial bound. To prove this bound we estimate

‖G‖2L2 .
∑

v∈Zσ;µ,νκ

∥∥∥∥∑
n∈Z

Gv,n

∥∥∥∥2

L2
.

∑
v∈Zσ;µ,νκ

∑
n1,n2∈Z

|〈Gv,n1 , Gv,n2〉|.

Therefore, for (6.45) it suffices to prove that

(6.46) |〈Gv,n1 , Gv,n2〉| . 2−20m if v ∈ Zσ;µ,ν
κ and |n1 − n2| ≥ 2100D.

We may rewrite

(F−1Gv,n)(x) :=

∫
R

∫
R3×R3

ei[x·ξ+sΦ
σ;µ,ν(ξ,η)]χ(2−mκ−1s− n)qm(s)

χσ;µ,ν
R (ξ, η)χ′(κ−1ξ − v)ϕk(ξ)

’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds

and notice that

∇ξ [x · ξ + sΦσ;µ,ν(ξ, η)] = x+ nκ2m∇ξΦ(κv, pσ;µ,ν(κv))

+ (s∇ξΦ(ξ, η)− nκ2m∇ξΦ(κv, pσ;µ,ν(κv))),

= x+ nκ2m∇ξΦ(κv, pσ;µ,ν(κv)) +O(2mκ).

Let wn := nκ2m · (Ψσ;µ,ν)′(κ|v|) · v/|v|, and integrate by parts in ξ using

Lemma A.2 with

K ≈ |x+ wn|, ε−1 ≈ 2max(j1,j2).

It follows that, for any n ∈ Z,

|F−1(Gv,n)(x)| . |x+ wn|−200 if |x+ wn| ≥ 250Dκ2m.

Moreover, using Lemma 6.2 and (6.44) we conclude that |(Ψσ;µ,ν)′(κ|v|)| ≥
2−20D. Therefore, if |n1 − n2| ≥ 2100D, then |wn1 − wn2 | ≥ 270Dκ2m and the

bound (6.46) follows. This completes the proof of (6.45).
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In view of (6.45), for (6.41) it remains to prove that

(6.47) 2(2+2β)m
∑

v∈Zσ;µ,νκ , n∈[2−10κ−1,210κ−1]

‖Gv,n‖2L2 . 2−4β4m.

Let ‹Gv,s(ξ) := χ′(κ−1ξ − v)ϕk(ξ)

∫
R3
eisΦ

σ;µ,ν(ξ,η)χσ;µ,ν
R (ξ, η)

·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dη,

(6.48)

such that

Gv,n(ξ) =

∫
R
‹Gv,s(ξ)χ(2−mκ−1s− n)qm(s) ds.

Therefore, for any (v, n),

‖Gv,n‖2L2 . 2mκ

∫
R
‖‹Gv,s‖2L2χ(2−mκ−1s− n)qm(s) ds.

Therefore, for (6.47) it suffices to prove that for any s ∈ [2m−1, 2m+1],

(6.49) 2(4+2β)mκ
∑

v∈Zσ;µ,νκ

‖‹Gv,s‖2L2 . 2−4β4m.

Assuming v ∈ Zσ;µ,ν
κ fixed, the variables in the definition of the function‹Gv,s are naturally restricted as follows:

|ξ − κv| . κ, |η − pσ;µ,ν(κv)| . κ,

where pσ;µ,ν is defined as in Lemma 6.2. More precisely, we define the functions

fv1 and fv2 by the formulas

f̂v1 (θ, s) := ϕ(2−50Dκ−1(θ − κv + pσ;µ,ν(κv))) ·’fµk1,j1(θ, s),

f̂v2 (θ, s) := ϕ(2−50Dκ−1(θ − pσ;µ,ν(κv)) ·’fνk2,j2(θ, s).
(6.50)

Since

|pσ;µ,ν(κv1)− pσ;µ,ν(κv2)| ≥ 2−80Dκ

and ∣∣∣[κv1 − pσ;µ,ν(κv1)]− [κv2 − pσ;µ,ν(κv2)]
∣∣∣ ≥ 2−80Dκ

whenever |v1−v2| & 1 (these inequalities are consequences of the lower bounds

in the first line of (6.14) in Lemma 6.2), it follows by the fact that the support

of the functions have finite overlap that, for any s ∈ R,∑
v∈Zσ;µ,νκ

‖fv1 (s)‖2L2 . ‖fµk1,j1(s)‖2L2 . 2−2j1+2βj1 ,

∑
v∈Zσ;µ,νκ

‖fv2 (s)‖2L2 . ‖fνk2,j2(s)‖2L2 . 2−2j2+2βj2 .
(6.51)
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For any v ∈ R3 and g1, g2 ∈ L2(R3), let

Av(g1, g2)(ξ) := χ′(κ−1ξ − v)ϕk(ξ)

∫
R3
χσ;µ,ν
R (ξ, η)

· F(P[k1−4,k1+4]g1)(ξ − η)F(P[k2−4,k2+4]g2)(η) dη.
(6.52)

We observe that‹Gv,s(ξ) = eisΛσ(ξ)Av[Ef
v
1 (s), Efv2 (s)](ξ),

Efv1 (s) = e−isΛ̃µfv1 (s), Efv2 (s) = e−isΛ̃νfv2 (s).

Therefore, for (6.49) it suffices to prove that, for any s ∈ [2m−1, 2m+1],

(6.53) 2(4+2β)mκ
∑

v∈Zσ;µ,νκ

‖Av(Efv1 (s), Efv2 (s))‖2L2 . 2−4β4m.

We notice now that if p, q ∈ [2,∞], 1/p+ 1/q = 1/2, then

(6.54) ‖Av(g1, g2)‖L2 . ‖g1‖Lp‖g2‖Lq .

Indeed, as in the proof of Lemma A.3, we write

F−1(Av(g1, g2))(x) = c

∫
R3×R3

g1(y)g2(z)Kv(x; y, z) dydz,

where

Kv(x; y, z) :=

∫
R3×R3

ei(x−y)·ξei(y−z)·ηχ′(κ−1ξ − v)ϕ(κ−1Ξµ,ν(ξ, η))

· ϕk(ξ)ϕ(2D
2+max(0,k1,k2)Φσ;µ,ν(ξ, η))ϕ[k1−4,k1+4](ξ − η)ϕ[k2−4,k2+4](η) dξdη.

Recall that k, k1, k2 ∈ [−D/2, D/2], and integrate by parts in ξ and η. Using

Lemma 6.2, it follows that

|Kv(x; y, z)| . κ3(1 + κ−1|x− y|)−4 · κ3(1 + κ−1|y − z|)−4,

and the desired estimate (6.54) follows.

We can now prove the main estimate (6.53). Assume first that

(6.55) max(j1, j2) ≤ (3/5− β)m.

By symmetry, we may assume again that j1 ≤ j2 and estimate using (6.50)

‖Efv1 (s)‖L∞ . ‖f̂v1 (s)‖L1 . κ3.

Therefore, using (6.54) and (6.51), the left-hand side of (6.53) is dominated by

C24m+2βmκ
∑

v∈Zσ;µ,νκ

κ6‖Efv2 (s)‖2L2

. 24m+2βmκ7 · 2−2j2+2βj2 . 2−3(1−β)m2(5+2β)j2 ,

and the desired bound (6.53) follows provided that (6.55) holds.

Assume now that

(6.56) max(j1, j2) ≥ (3/5− β)m, max(j1, j2)−min(j1, j2) ≥ 8βm.
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By symmetry, we may assume that j1 ≤ j2 and estimate, using (6.15), (5.17),

and either (A.37), (A.42), (A.49) or (A.55),

‖Efv1 (s)‖L∞ . 2−3m/22(1/2+β)j1 .

Therefore, using (6.54) and (6.51), the left-hand side of (6.53) is dominated by

C24m+2βmκ
∑

v∈Zσ;µ,νκ

2−3m2(1+2β)j1‖Efv2 (s)‖2L2 . 2m+2βmκ · 2(1+2β)j12−2j2+2βj2

. 2j1−j223βm22βj122βj2 ,

and the desired bound (6.53) follows provided that (6.56) holds.

Finally, assume that

(6.57)

max(j1, j2)−min(j1, j2) ≤ 8βm and max(j1, j2) ≥ (3/5− β)m.

In this case we need the more refined decomposition in (4.6)–(4.8). More

precisely, using the definitions, for fixed s ∈ [2m−1, 2m+1], we decompose

fµk1,j1(s) = P[k1−2,k1+2](g1 + h1), fνk2,j2(s) = P[k2−2,k2+2](g2 + h2),

where

(6.58) g1 = g1 · ϕ̃(k1)
[j1−2,j1+2], g2 = g2 · ϕ̃(k2)

[j2−2,j2+2]

and

2(1+β)j1‖g1‖L2 + 2(1−β)j1‖h1‖L2

+ 2γj1 sup
R∈[2−j1 ,2k1 ],θ0∈R3

R−2‖ĥ1‖L1(B(θ0,R)) . 1,

2(1+β)j2‖g2‖L2 + 2(1−β)j2‖h2‖L2

+ 2γj2 sup
R∈[2−j2 ,2k2 ],θ0∈R3

R−2‖ĥ2‖L1(B(θ0,R)) . 1.

(6.59)

Then, we define the functions gv1 , h
v
1, g

v
2 , h

v
2 by the formulas (compare with

(6.50))

ĝv1(θ) := ϕ(2−50Dκ−1(θ − κv + pσ;µ,ν(κv))) · F(P[k1−2,k1+2]g1)(θ),

ĥv1(θ) := ϕ(2−50Dκ−1(θ − κv + pσ;µ,ν(κv))) · F(P[k1−2,k1+2]h1)(θ),

ĝv2(θ) := ϕ(2−50Dκ−1(θ − pσ;µ,ν(κv))) · F(P[k2−2,k2+2]g2)(θ),

ĥv2(θ) := ϕ(2−50Dκ−1(θ − pσ;µ,ν(κv))) · F(P[k2−2,k2+2]h2)(θ).

(6.60)

As in (6.51), using L2 orthogonality and (6.59), we have∑
v∈Zσ;µ,νκ

‖gv1‖2L2 . 2−2j1−2βj1 ,
∑

v∈Zσ;µ,νκ

‖hv1‖2L2 . 2−2j1+2βj1 ,

∑
v∈Zσ;µ,νκ

‖gv2‖2L2 . 2−2j2−2βj2 ,
∑

v∈Zσ;µ,νκ

‖hv2‖2L2 . 2−2j2+2βj2 .
(6.61)
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Let Eµs f = e−isΛ̃µf . Using (6.15), and either (A.37), (A.42), (A.49) or

(A.55) together with (6.58)–(6.59), we derive the L∞ bounds

‖Eµs gv1‖L∞ . 2−3m/2‖gv1‖L1 . 2−3m/22(1/2−β)j1 ,

‖Eµs hv1‖L∞ . ‖ĥv1‖L1 . κ22−γj1 ,

‖Eνs gv2‖L∞ . 2−3m/2‖gv2‖L1 . 2−3m/22(1/2−β)j2 ,

‖Eνs hv2‖L∞ . ‖ĥv2‖L1 . κ22−γj2

(6.62)

for any v ∈ Zσ;µ,ν
κ . Using (6.54) and (6.61)–(6.62), we estimate, assuming

j1 ≤ j2,

24m+2βmκ
∑

v∈Zσ;µ,νκ

î
‖Av(Eµs gv1 , Eνs gv2)‖2L2 + ‖Av(Eµs hv1, Eνs gv2)‖2L2

ó
. 24m+2βmκ

∑
v∈Zσ;µ,νκ

‖gv2‖2L2(‖Eνs gv1‖2L∞ + ‖Eνs hv1‖2L∞)

. 24m+2βmκ · 2−2j2−2βj2 · [2−3m2(1−2β)j1 + κ42−2γj1 ]

. 23m2(2β+β2)m2−(1+2β)j2 · 2−3m2(1−2β)j2

. 2−β
3m.

Similarly, we estimate

24m+2βmκ
∑

v∈Zσ;µ,νκ

î
‖Av(Eµs gv1 , Eνs hv2)‖2L2 + ‖Av(Eµs hv1, Eνs hv2)‖2L2

ó
. 24m+2βmκ

∑
v∈Zσ;µ,νκ

‖Eνs hv2‖2L∞(‖Eνs gv1‖2L2 + ‖Eνs hv1‖2L2)

. 24m+2βmκ · κ42−2γj2 · 2−2j1+2βj1

. 2−m/10.

The desired estimate (6.53) follows from the last two bounds and the restriction

(6.57). This completes the proof of the lemma. �

7. Proof of Proposition 4.3, III: Case B resonant interactions

In light of Proposition 5.9, in this section we consider type B interactions

(see Proposition B.2) and prove the following proposition:

Proposition 7.1. Assume that (k, j), (k1, j1), (k2, j2) ∈ J , m ∈ [1, L]∩Z,

(7.1) Φσ;µ,ν ∈∈ TB = {Φe;i+,e+,Φe;i−,e+,Φb;i+,b+,Φb;i−,b+},
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and

− 9m/10 ≤ k1, k2 ≤ j/N ′0, max(j1, j2) ≤ (1− β/10)m,

βm/2 +N ′0k+ +D2 ≤ j ≤ m+D,

k1 ≤ −D/3, k ≥ −D/4, |k − k2| ≤ 10.

(7.2)

Then there is κ ∈ (0, 1], κ ≥ max
Ä
2(β2m−m)/22−k1/2, 2β

2m−m2max(j1,j2)
ä
, such

that

(7.3) (1 + 2k)
∥∥∥ϕ̃(k)

j · PkR
σ;µ,ν
m,κ (fµk1,j1 , f

ν
k2,j2)

∥∥∥
B1
k,j

. 2−2β4m.

The rest of the section is concerned with the proof of Proposition 7.1. We

have assumed, without loss of generality, that k1 ≤ k2. As in Case A, the proof

of the proposition relies on a careful analysis of resonant interactions. For this

analysis, we need to understand well the geometry of almost resonant sets.

For σ ∈ {e, b}, letRσ denote the unique solutions in (0,∞) of the equations

(7.4) λ′σ(Rσ) = λ′i(0) =
»

(1 + T )/(1 + ε).

The numbers Rσ are well defined, in view of Lemma A.4, and Rσ ≈ε,Cb 1.

For (µ, ν) ∈ {(i+, e+), (i−, e+), (i+, b+), (i−, b+)}, µ = (iι1), ν = (σ2+),

σ2 ∈ {e, b}, we define the functions rµ,ν : (Rσ2 − 2−D/5, Rσ2 + 2−D/5) →
(Rσ2 − 2−D/10, Rσ2 + 2−D/10) as the unique solutions of the equations

(7.5) λ′σ2(rµ,ν(s))− λ′i(s− rµ,ν(s)) = 0.

These functions are the analogues of the functions defined in Section 6 above

(6.8) for Φσ;µ,ν ∈∈ TA. Notice that these functions are well defined for s ∈
(Rσ2 − 2−D/5, Rσ2 + 2−D/5), since the functions r → λ′σ2(r) − λ′i(s − r) are

strictly increasing and vanish in the appropriate ranges, as a consequence of

Lemma A.4(i) and the observation that λ′′i (0) = 0. Moreover,

(7.6)

|(∂srµ,ν)(s)| ≈Cb,ε |s− r
µ,ν(s)| for any s ∈ (Rσ2 − 2−D/5, Rσ2 + 2−D/5).

Lemma 7.2. Assume that µ = (iι1), ι1 ∈ {+,−}, ν = (σ2+), σ2 ∈ {e, b},
k, k1, k2 ∈ Z, k1 ≤ −D/3, k ≥ −D/4, |k − k2| ≤ 10, and δ ∈ [0, 2−10D].

Assume that there is a point (ξ, η) ∈ R3 × R3 satisfying

(7.7)

|ξ| ∈ [2k−4, 2k+4], |η| ∈ [2k2−4, 2k2+4], |ξ−η| ∈ [2k1−4, 2k1+4], |Ξµ,ν(ξ, η)| ≤ δ.

(i) Then

(7.8) k, k2 ∈ [−D/100, D/100] and
∣∣∣|ξ| −Rσ2 ∣∣∣+ ∣∣∣|η| −Rσ2 ∣∣∣ .Cb,ε 2k1 + δ.
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More precisely, if ξ = se for some s > 0 and some unit vector e ∈ S2, then

|s−Rσ2 | .Cb,ε 2k1 + δ,

η = re+ η′, |r − rµ,ν(s)| .Cb,ε δ,

|r − s| ≈Cb,ε 2k1 , ι1|s− r| = s− r,

η′ · e = 0, |η′| .Cb,ε 2k1δ.

(7.9)

(ii) If, in addition, δ ≤ 2k1−D/10, then

if ι1 = +, then s−Rσ2 ≈Cb,ε 2k1 and Rσ2 − rµ,ν(s) ≈Cb,ε 22k1 ,

if ι1 = −, then Rσ2 − s ≈Cb,ε 2k1 and Rσ2 − rµ,ν(s) ≈Cb,ε 22k1 .
(7.10)

Proof of Lemma 7.2. (i) We start from the formula

(7.11) Ξµ,ν(ξ, η) = −ι1λ′i(|η − ξ|)
η − ξ
|η − ξ|

− λ′σ2(|η|) η
|η|
.

Since
∣∣∣λ′i(|η − ξ|) − λ′i(0)

∣∣∣ .ε,Cb 22k1 , the condition |Ξµ,ν(ξ, η)| ≤ δ and the

estimates in Lemma A.4(i) show that
∣∣∣|η| − Rσ2∣∣∣ .ε,Cb 22k1 + δ. The desired

bounds in (7.8) follow.

We prove now the claims in (7.9). Letting ξ = se for some s > 0, e ∈ S2

and η = re+η′, r ∈ R, η′ ·e = 0, the condition |Ξµ,ν(ξ, η)| ≤ δ and the formula

(7.11) show that

∣∣∣∣− ι1λ′i(»(r − s)2+|η′|2)
r − s»

(r − s)2+|η′|2
− λ′σ2(

»
r2+|η′|2)

r»
r2+|η′|2

∣∣∣∣ ≤ δ,∣∣∣∣− ι1λ′i(»(r − s)2+|η′|2)
η′»

(r − s)2+|η′|2
− λ′σ2(

»
r2+|η′|2)

η′»
r2+|η′|2

∣∣∣∣ ≤ δ.

(7.12)

Recall that λ′i(0) > 0 and that λ′e(0) = λ′b(0) = 0. Recalling also the assump-

tions (7.7) and the bounds (7.8), the second equation in (7.12) shows that

|η′| .Cb,ε 2k1δ as desired. In addition, |s− r| ≈Cb,ε 2k1 , therefore∣∣∣s−Rσ2∣∣∣+ ∣∣∣r −Rσ2∣∣∣ .Cb,ε 2k1 + δ.

The first equation in (7.12) now gives

(7.13)

∣∣∣∣ι1λ′i(|r − s|) r − s|r − s|
+ λ′σ2(r)

∣∣∣∣ ≤ 2δ.

Since λ′σ2(r) ≈Cb,ε 1, it follows that ι1(r − s) = −|r − s| and, therefore,∣∣∣∣− λ′i(s− r) + λ′σ2(r)

∣∣∣∣ ≤ 2δ.



444 YAN GUO, ALEXANDRU D. IONESCU, and BENOIT PAUSADER

Finally, we notice that the derivative of the map r → −λ′i(s − r) + λ′σ2(r) in

≈Cb,ε 1 in the appropriate ranges of r, s, therefore |r − rµ,ν(s)| .Cb,ε δ. This

completes the proof of (7.12).

(ii) If δ ≤ 2k1−D/10 then, using (7.9), |s − rµ,ν(s)| ≈Cb,ε 2k1 . Therefore,

using Lemma A.4(i), λ′i(0) − λ′i(s − rµ,ν(s)) ≈Cb,ε 22k1 . Using the definitions

(7.4)–(7.5) it follows that Rσ2 − rµ,ν(s) ≈Cb,ε 22k1 . Therefore, |r − Rσ2 | .Cb,ε
22k1+δ. The remaining bounds in (7.10) now follow from the identity ι1|s−r| =
s− r (see (7.9)) and the assumption δ + 22k1 ≤ 2k1−D/10. �

7.1. Proof of Proposition 7.1. We further divide the proof into several

lemmas.

Lemma 7.3. The bound (7.3) holds if (7.2) holds and, in addition,

Φσ;µ,ν ∈ {Φe;e+,i+,Φe;e+,i−,Φb;b+,i+,Φb;b+,i−} or

k /∈ [−D/100, D/100] or k2 /∈ [−D/100, D/100],
(7.14)

with

(7.15) κ := 2−10D.

Proof of Lemma 7.3. In any of these cases we have PkR
σ;µ,ν
m,κ (fµk1,j1 , f

ν
k2,j2

)

= 0, using either Lemma A.4(i) (which shows that λ′i(r) ≈Cb,ε 1, r ∈ [0,∞),

and λ′e(r) ≈ λ′b(r) ≈Cb,ε r, r ∈ [0, 1]) or Lemma 7.2. �

Lemma 7.4. The bound (7.3) holds if (7.2) holds and, in addition,

Φσ;µ,ν ∈ {Φe;i+,e+,Φe;i−,e+,Φb;i+,b+,Φb;i−,b+},

k, k2 ∈ [−D/100, D/100], max(j1, j2) ≤ (m− β2m)/2− k1/2,
(7.16)

with

(7.17) κ := 2(β2m−m)/2−k1/2.

Proof of Lemma 7.4. Let

G(ξ) : = ϕk(ξ) · F
î
Rσ;µ,ν
m,κ (fµk1,j1 , f

ν
k2,j2)

ó
(ξ)

= ϕk(ξ)

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η)χσ;µ,ν
R (ξ, η)qm(s)

·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds

(7.18)

where, as before,

χσ;µ,ν
R (ξ, η) = ϕ(2D

2+max(0,k1,k2)Φσ;µ,ν(ξ, η))ϕ(|Ξµ,ν(ξ, η)|/κ).

Recalling (4.4), it suffices to prove that

(7.19) 2(1+β)j‖ϕ̃(k)
j · F

−1(G)‖L2 + ‖G‖L∞ . 2−2β4m.
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Using Lemma 7.2 and the L∞ bounds in (5.17), for any ξ ∈ R3, we have

|G(ξ)| . 2m · 22k1κ2 min(2k1 , κ) · 2−k1/2 · 1[−2D(2k1+κ),2D(2k1+κ)](|ξ| −Rσ2)

. 22β2m2k1/2 min(2k1 , κ) · 1[−2D(2k1+κ),2D(2k1+κ)](|ξ| −Rσ2).

(7.20)

The L∞ bound in (7.19) follows.

To prove the L2 bound in (7.19) we notice first that we may assume that

2j . 2β
2m2m(κ + 2k1), which is stronger than the assumption j ≤ m + D in

(7.2). Indeed, assuming that ξ = se, η = re+ η′ satisfy (7.7) with δ = 2κ and

using that σ = σ2, we estimate

(7.21)
∣∣∣(∇ξΦσ;µ,ν)(ξ, η)

∣∣∣ =

∣∣∣∣−(∇ηΦσ;µ,ν)(ξ, η)+[∇Λσ(ξ)−∇Λσ(η)]

∣∣∣∣ . 2k1+κ.

Therefore, we make the change of variables η = ξ − θ in (7.18) and rewrite

(F−1G)(x) = c

∫
R

∫
R3×R3

ei[x·ξ+sΦ
σ;µ,ν(ξ,ξ−θ)]ϕk(ξ)χ

σ;µ,ν
R (ξ, ξ − θ)qm(s)

·’fµk1,j1(θ, s)’fνk2,j2(ξ − θ, s) dξdθds.

Integrating by parts in ξ using (5.17) and Lemma A.2 with K≈2β
2m2m(κ+2k1),

ε−1 ≈ 2m(κ+ 2k1), it follows that

2(1+β)j‖ϕ̃(k)
j · F

−1(G)‖L2 . 2−m if 2j ≥ 2β
2m2m(κ+ 2k1).

Therefore, for (7.19) it suffices to prove that

(7.22) 2(1+β)m(κ+ 2k1)1+β‖G‖L2 . 2−2β2m.

Case 1. It follows from (7.20) that the left-hand side of (7.22) is dominated

by

C2(1+β)m22β2m2k1/22k1κ(2k1 + κ)1/2 . 2(1/2+2β)m(23k1/2 + 2k1κ1/2).

The desired bound (7.22) follows from (7.17) if k1 ≤ −m/3− 4βm.

Case 2. Assume now that

(7.23) −m/3 + βm ≤ k1 ≤ −D/3.

In this case we need to improve on the bound (7.20). We use Lemma 7.2 with

δ = 2κ and notice that, as a consequence of (7.23), δ ≤ 2k1−D/10. Assuming

ξ = se and η = re + η′ satisfy (7.7), we estimate, using also Lemma A.4,
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Lemma 7.2, and (7.13),

Φσ;µ,ν(ξ, η) = λσ2(s)− ι1λi(
»

(r − s)2 + |η′|2)− λσ2(
»
r2 + |η′|2)

= λσ2(s)− ι1λi(|r − s|)− λσ2(r) +OCb,ε(κ
2)

= λσ2(s)− λσ2(r)− λi(s− r) +OCb,ε(κ
2)

= λσ2(s)− λσ2(Rσ2)− λi(s−Rσ2) +OCb,ε(κ
2 + 23k1)

= λσ2(s)− λσ2(Rσ2)− λ′σ2(Rσ2) · (s−Rσ2) +OCb,ε(κ
2 + 23k1)

≈Cb,ε 22k1 .

(7.24)

More precisely, we use (7.9) in the second equality, (7.10) and (7.4) in the

fourth equality, and (7.4) together with λ′′i (0) = 0 in the fifth equality. We can

now integrate by parts in s in the formula (7.18) to conclude that

|G(ξ)| . 2−2k1 |ϕk(ξ)|∫
R

∫
R3
|ϕ(|Ξµ,ν(ξ, η)|/κ)| |q′m(s)| |’fµk1,j1(ξ − η, s)| |’fνk2,j2(η, s)|

+ |ϕ(|Ξµ,ν(ξ, η)|/κ)| |qm(s)| |(∂s’fµk1,j1)(ξ − η, s)| |’fνk2,j2(η, s)|

+ |ϕ(|Ξµ,ν(ξ, η)|/κ)| |qm(s)| |’fµk1,j1(ξ − η, s)| |(∂s’fνk2,j2)(η, s)| dηds.

(7.25)

We use now (5.7), the last bound in (5.17), and the bound (5.22). In view of

Lemma 7.2, the volume of integration is ≈ (2k1κ)2κ and it follows that

|G(ξ)| . 2−2k11[0,2D](2
−k1 |s−Rσ2 |) · 22k1κ3 · 2βm/102−k1

. 1[0,2D](2
−k1 |s−Rσ2 |) · 2−3m/22βm/52−5k1/2.

(7.26)

Therefore, the left-hand side of (7.22) is dominated by

2(1+β)m2k1 · 2−3m/22βm/52−2k1 . 2−k12−m/222βm,

and the desired bound (7.22) follows using also (7.23).

Case 3. It remains to prove the bound (7.22) in the case

(7.27)

−m/3− 4βm ≤ k1 ≤ −m/3 + βm and 2−m/3−βm ≤ κ ≤ 2−m/3+3βm.

We define

G′(ξ) := ϕk(ξ)

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η)ϕ(2D
2+max(0,k1,k2)Φσ;µ,ν(ξ, η))qm(s)

·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds

and notice that, using integration by parts in η as in the proof of Lemma 5.8,

‖G−G′‖L2 . 2−10m.
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Moreover, using Lemma A.3 and the L∞ bounds (7.57) below,

‖G′‖L2 . 2m sup
s∈[2m−1,2m+1]

min
{
‖Efµk1,j1(s)‖L∞‖fνk2,j2(s)‖L2 ,

‖fµk1,j1(s)‖L2‖Efνk2,j2(s)‖L∞
}

. 2m · 2−3m/22−max(j1,j2)(1/2−2β).

The desired bound (7.22) follows if max(j1, j2) ≥ m/2, using also (7.27).

Finally, assume that

−m/3− 4βm ≤ k1 ≤ −m/3 + βm,

2−m/3−βm ≤ κ ≤ 2−m/3+3βm, max(j1, j2) ≤ m/2.
(7.28)

In this case we need to improve slightly on the pointwise bound (7.20). As-

suming ξ = r′e, r′ ∈ (0,∞), e ∈ S2 and letting η = re+η′, η′ ·e = 0, we define,

for any l ∈ Z,

G′≤l(ξ) := ϕk(r
′e)

∫
R

∫
R2

∫
R
eisΦ

σ;µ,ν(r′e,re+η′)

· ϕ(2D
2+max(0,k1,k2)Φσ;µ,ν(r′e, re+ η′))qm(s)

· ϕ((r − rµ,ν(r′))/2lκ)ϕ(η′/(2D+k1κ))

·’fµk1,j1(r′e− re− η′, s)’fνk2,j2(re+ η′, s) drdη′ds.

Clearly, ‖G−G′≤D‖L2 . 2−10m; see (7.9). Estimating as in (7.20),

|G′≤l(ξ)| . 2m · 22k1κ22lκ · 2−k1/2 · 1[−2D(2k1+κ),2D(2k1+κ)](|ξ| −Rσ2)

. 2l22β2m−m/2 · 1[−2D(2k1+κ),2D(2k1+κ)](|ξ| −Rσ2).

Therefore, setting l0 := −b8βmc we estimate

2(1+β)m(κ+ 2k1)1+β‖G′≤l0‖L2 . 2m+βm2−m/3+3βm · 2l022β2m−m/22−m/6+3βm/2

. 2−β
2m.

(7.29)

Finally, for (r, η′) in the support of integration of G≤l(ξ), we have from

Lemma 7.2 and (7.5) that∣∣∣∣ ddrΦσ;µ,ν(r′e, re+η′)

∣∣∣∣
=

∣∣∣∣− ι1λ′i(»(r − r′)2+|η′|2)
r − r′»

(r − r′)2+|η′|2
− λ′σ2(

»
r2+|η′|2)

r»
r2+|η′|2

∣∣∣∣
=

∣∣∣∣ ι1(r′ − r)
|r − r′|

λ′i(r
′ − r)− λ′σ2(r)

∣∣∣∣+OCb,ε(κ2+22k1)

&Cb,ε 2lκ,
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and we may notice that we can integrate by parts in r and use Lemma A.2

with K ≈ 2m2lκ and ε−1 ≈ 2βm[2max(j1,j2) + 2−l(2k1 + κ)−1] to show that

(7.30) |G≤l+1(ξ)−G≤l(ξ)| . 2−10m

if l ∈ [l0, D]. Indeed, it follows from (7.28) that Kε & 2βm. The desired

estimate (7.22) follows using also (7.29). �

Lemma 7.5. The bound (7.3) holds if (7.2) holds and, in addition,

Φσ;µ,ν ∈ {Φe;i+,e+,Φe;i−,e+,Φb;i+,b+,Φb;i−,b+},

k, k2 ∈ [−D/100, D/100], max(j1, j2) ≥ (m− β2m)/2− k1/2,
(7.31)

with

(7.32) κ := 2max(j1,j2)+β2m−m.

Proof of Lemma 7.5. We define the function G as in (7.18); it suffices to

prove that

(7.33) 2(1+β)j‖ϕ̃(k)
j · F

−1(G)‖L2 + ‖G‖L∞ . 2−2β4m.

The L∞ bound in (7.33) is easy: if j1 ≤ j2, then we use the bounds

‖’fµk1,j1(s)‖L∞ . 2−k1/2,

|ϕk(ξ)|
∫
R3

∣∣∣’fνk2,j2(η, s)
∣∣∣ ∣∣∣ϕ(|Ξµ,ν(ξ, η)|/κ)

∣∣∣1[2k1−4,2k1+4](|ξ − η|) dη

. 2−(1+β)j2(κ322k1)1/2,

which follow from Lemma 7.2, the bounds (5.15), and Definition 4.1. Therefore,

in this case,

‖G‖L∞ . 2m · 2−k1/22−(1+β)j2(κ322k1)1/2 . 2−βm/42(j2−m)/8,

which suffices by (7.2). Similarly, if j1 ≥ j2, then we use the bounds

‖’fνk2,j2(s)‖L∞ . 1,

|ϕk(ξ)|
∫
R3

∣∣∣’fµk1,j1(ξ − η, s)
∣∣∣ ∣∣∣ϕ(|Ξµ,ν(ξ, η)|/κ)

∣∣∣1[2k2−4,2k2+4](|η|) dη

. 2−(1+β)j1(κ322k1)1/2,

and the desired L∞ bound on G follows as before.

The L2 bound in (7.33) is more complicated. We notice first that the same

argument as in the proof of Lemma 7.4, using the estimate (7.21), shows that

(7.34) 2(1+β)j‖ϕ̃(k)
j · F

−1(G)‖L2 . 2−m if 2j ≥ 2β
2m2m(κ+ 2k1).

To continue we consider three cases.
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Case 1. Assume first that

(7.35) 2k1−D ≤ κ.

In view of (7.34), in this case it remains to prove that

(7.36) 2(1+β)mκ1+β‖G‖L2 . 2−2β2m.

We argue as in the proof of Lemma 5.7. We define first

G′(ξ) := ϕk(ξ)

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η)ϕ(2D
2+max(0,k1,k2)Φσ;µ,ν(ξ, η))qm(s)

·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds

and notice that, using integration by parts in η and Lemma A.2 with K ≈ 2mκ,

ε−1 ≈ 2max(j1,j2),

(7.37) ‖G−G′‖L2 . 2−10m.

Since ‖ϕ̃(k1)
j1
·Pk1fµ(s)‖Bk1,j1 + ‖ϕ̃(k2)

j2
·Pk2fν(s)‖Bk2,j2 . 1 (see (5.15)), we

use (4.6)–(4.9) to decompose

ϕ̃
(k1)
j1
· Pk1fµ(s) = 2−αk1 [gµk1,j1(s) + hµk1,j1(s)],

2(1+β)j1‖gµk1,j1(s)‖L2 + 2(1/2−β)‹k1‖’gµk1,j1(s)‖L∞ . 1,

2(1−β)j1‖hµk1,j1(s)‖L2 + ‖’hµk1,j1(s)‖L∞ + 2γj1‖’hµk1,j1(s)‖L1 . 2−8|k1|

(7.38)

and

ϕ̃
(k2)
j2
· Pk2fν(s) = [gνk2,j2(s) + hνk2,j2(s)],

2(1+β)j2‖gνk2,j2(s)‖L2 + ‖’gνk2,j2(s)‖L∞ . 1,

2(1−β)j2‖hνk2,j2(s)‖L2 + ‖’hνk2,j2(s)‖L∞ + 2γj2‖’hνk2,j2(s)‖L1 . 1.

(7.39)

For f, g ∈ L2(R3), ξ ∈ R3, and s ∈ [2m−1, 2m+1], let‹G′s(f, g)(ξ) := ϕk(ξ)

∫
R3
eisΦ

σ;µ,ν(ξ,η)ϕ(2D
2+max(0,k1,k2)Φσ;µ,ν(ξ, η))

· f̂(ξ − η)ĝ(η) dη.

(7.40)

Using also (7.37), for (7.36) it suffices to prove that, for any s ∈ [2m−1, 2m+1],

(7.41) 22β2m2−αk12(2+β)mκ1+β‖‹G′s(f, g)‖L2 . 1,

where

f ∈ {P[k1−2,k1+2]g
µ
k1,j1

(s), P[k1−2,k1+2]h
µ
k1,j1

(s)},
g ∈ {P[k2−2,k2+2]g

ν
k2,j2(s), P[k2−2,k2+2]h

ν
k2,j2(s)}.

Using Lemma A.3 and (3.16) it follows that

(7.42) ‖‹G′s(f, g)‖L2 . min
Ä
‖Eµs f‖L2‖Eνs g‖L∞ , ‖Eµs f‖L∞‖Eνs g‖L2

ä
,
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where Eµs f := e−isΛ̃µf and Eνs g := e−isΛ̃νg. In view of Lemma A.5 (see also

(5.19)),

‖Eµs f‖L∞ . 2βk12−m(5/4−10β)2j1(1/4−11β),

‖Eνs g‖L∞ . 2−m(5/4−10β)2j2(1/4−11β)
(7.43)

for

f ∈ {P[k1−2,k1+2]g
µ
k1,j1

(s), P[k1−2,k1+2]h
µ
k1,j1

(s)},

g ∈ {P[k2−2,k2+2]g
ν
k2,j2(s), P[k2−2,k2+2]h

ν
k2,j2(s)}.

If |j1− j2| ≥ 10βm, then we use (7.42)–(7.43), together with the estimate

2max(j1,j2) ≈ κ2m2−β
2m and the L2 bounds ‖f‖L2 . 22βk12−(1−β)j1 , ‖g‖L2 .

2−(1−β)j2 , to estimate

‖‹G′s(f, g)‖L2 . 2βk12−m(5/4−10β)2min(j1,j2)(1/4−11β) · 2−(1−β) max(j1,j2)

. 2βk12−m(5/4−10β)2−10βm(1/4−11β)(κ2m2−β
2m)−3/4−10β

. 2βk1κ−12−2m2−5βm/4

for

f ∈ {P[k1−2,k1+2]g
µ
k1,j1

(s), P[k1−2,k1+2]h
µ
k1,j1

(s)},

g ∈ {P[k2−2,k2+2]g
ν
k2,j2(s), P[k2−2,k2+2]h

ν
k2,j2(s)}.

The desired bound (7.41) follows in this case.

On the other hand, if |j1 − j2| ≤ 10βm, then we estimate, using (7.38)–

(7.39) and (7.42)–(7.43),

‖‹G′s(P[k1−2,k1+2]g
µ
k1,j1

(s), P[k2−2,k2+2]g
ν
k2,j2(s))‖L2

. 2−m(5/4−10β)2min(j1,j2)(1/4−11β) · 2−(1+β) max(j1,j2)

. 2−m(5/4−10β)(κ2m2−β
2m)−3/4−12β

. κ−12−(2+2β)m2β
2m.

Moreover, for g ∈ {P[k2−2,k2+2]g
ν
k2,j2

(s), P[k2−2,k2+2]h
ν
k2,j2

(s)}, we estimate, us-

ing also the assumption (7.35),

‖‹G′s(P[k1−2,k1+2]h
µ
k1,j1

(s), g)‖L2 . ‖’hµk1,j1(s)‖L1‖g‖L2 . 2−γj128k12−(1−β)j2

. 28k1216βm(κ2m)−(1−β+γ) . 2k12−m(1−17β+γ).
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Finally,

‖‹G′s(P[k1−2,k1+2]g
µ
k1,j1

(s), P[k2−2,k2+2]h
ν
k2,j2(s))‖L2

. min
î
‖’gµk1,j1(s)‖L2‖’hνk2,j2(s)‖L1 , 23k1/2‖’gµk1,j1(s)‖L2‖’hνk2,j2(s)‖L2

ó
. min

î
2−(1+β)j12−γj2 , 23k1/22−(1+β)j12−(1−β)j2

ó
. min

î
216βm(κ2m)−(1+β+γ), κ3/2216βm(κ2m)−2

ó
. 216βm min

î
2−(1+γ)mκ−(1+γ), 2−2mκ−1/2

ó
.

The desired bound (7.41) follows from these last three estimates, which com-

pletes the proof in Case 1.

Case 2. Assume now that

(7.44) κ ≤ 2k1−D and κ ≤ 2−m(1/3+β/2).

In view of (7.34), in this case it remains to prove that

(7.45) 2(1+β)m2(1+β)k1‖G‖L2 . 2−2β2m.

As in Lemma 7.4 (see (7.24)–(7.26)), we estimate pointwise

|G(ξ)| . 2−2k1 · 22k1κ3 · 2βm/102−k1 · 1[−2k1+D,2k1+D](|ξ| −Rσ2)

. κ32βm/102−k1 · 1[−2k1+D,2k1+D](|ξ| −Rσ2).

Therefore,

2(1+β)m2(1+β)k1‖G‖L2 . 2(1+5β/4)mκ3,

and the desired estimate (7.45) follows since κ ≤ 2−m(1/3+β/2).

Case 3. Finally assume that

(7.46) 2−m(1/3+β/2) ≤ κ ≤ 2k1−D.

In view of (7.34), in this case it remains to prove that

(7.47) 2(2+2β)m2(2+2β)k1‖G‖2L2 . 2−4β2m.

Step 1. We need first a suitable decomposition and an orthogonality ar-

gument, as in the proof of Lemma 6.4. Let χ : R → [0, 1] denote the cutoff

function satisfying (6.42), and let χ′(x, y, z) := χ(x)χ(y)χ(z). We define, for

any v ∈ Z3 and n ∈ Z,

Gv,n(ξ) := χ′(κ−1ξ − v)ϕk(ξ)

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η)

· χσ;µ,ν
R (ξ, η)χ(2k1−mκ−1s− n)qm(s)

·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds,

(7.48)

and we notice that G =
∑
v∈Z3

∑
n∈ZGv,n.
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We show now that

(7.49) ‖G‖2L2 .
∑
v∈Z3

∑
n∈Z
‖Gv,n‖2L2 + 2−10m.

Indeed, we clearly have

‖G‖2L2 .
∑
v∈Z3

∥∥∥∥∑
n∈Z

Gv,n

∥∥∥∥2

L2
.
∑
v∈Z3

∑
n1,n2∈Z

|〈Gv,n1 , Gv,n2〉|.

Therefore, for (7.49) it suffices to prove that

(7.50) |〈Gv,n1 , Gv,n2〉| . 2−20m if v ∈ Z3 and |n1 − n2| ≥ 2100D.

To prove this we need to estimate |F−1(Gv,n)(x)|. We would like to integrate

by parts in the formula (7.48). Using Lemmas 7.2 and A.4(i), for ξ = se,

η = re+ η′ satisfying (7.7) with δ = 2κ and |ξ − κv| . κ, we estimate

(∇ξΦσ;µ,ν)(ξ, η) = −(∇ηΦσ;µ,ν)(ξ, η) + [∇Λσ(ξ)−∇Λσ(η)]

= λ′σ2(s)e− λ′σ2(rµ,ν(s))e+OCb,ε(κ)

= [λ′σ2(κ|v|)− λ′σ2(rµ,ν(κ|v|))] · v/|v|+OCb,ε(κ).

In particular, |∇ξΦσ;µ,ν(ξ, η)| ≈ 2k1 . After repeated integration by parts in ξ

(see (6.43)–(6.47) for a similar argument), it follows that

|F−1(Gv,n)(x)| . |x+ wn|−200 if |x+ wn| ≥ 250D2mκ,

wn := nκ2m−k1 [λ′σ2(κ|v|)− λ′σ2(rµ,ν(κ|v|))] · v/|v|

for any n ∈ Z. Therefore, if |n1−n2| ≥ 2100D then |wn1−wn2 | ≥ 270Dκ2m and

the desired bound (7.50) follows. This completes the proof of (7.49).

In view of (7.49) and Lemma 7.2, for (7.47) it remains to prove that

(7.51) 2(2+2β)m2(2+2β)k1
∑

(v,n)∈Z3×Z
‖Gv,n‖2L2 . 2−4β2m.

Let

Gn(ξ) :=
∑
v∈Z3

Gv,n(ξ)

= ϕk(ξ)

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η)χσ;µ,ν
R (ξ, η)χ(2k1−mκ−1s− n)qm(s)

·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds
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and10

G′n(ξ) := ϕk(ξ)

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η)ϕ(2D
2+max(0,k1,k2)Φσ;µ,ν(ξ, η))

× χ(2k1−mκ−1s− n)qm(s) ·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds.

Notice that

(7.52)
∑
v∈Z3

‖Gv,n‖2L2 . ‖Gn‖2L2 , ‖Gn −G′n‖L2 . 2−10m

for any n ∈ Z. Since G′n ≡ 0 unless n ∈ [2k1−4κ−1, 2k1+4κ−1], for (7.51) it

suffices to prove that

(7.53) sup
n∈[2k1−4κ−1,2k1+4κ−1]

2(1+β)m2(1+β)k12k1/2κ−1/2‖G′n‖L2 . 2−2β2m.

For f, g ∈ L2(R3), ξ ∈ R3, and s ∈ [2m−1, 2m+1] let, as in (7.40),‹G′s(f, g)(ξ) = ϕk(ξ)

∫
R3
eisΦ

σ;µ,ν(ξ,η)ϕ(2D
2+max(0,k1,k2)Φσ;µ,ν(ξ, η))

· f̂(ξ − η)ĝ(η) dη.

The left-hand side of (7.53) is dominated by

2(1+β)m2(1+β)k12k1/2κ−1/2 · 2mκ2−k1 sup
s∈[2m−1,2m+1]

‖‹G′s(fµk1,j1 , fνk2,j2)‖L2 .

Therefore, it remains to prove that

(7.54)

2(2+β)m2(1/2+β)k1κ1/2 sup
s∈[2m−1,2m+1]

‖‹G′s(fµk1,j1(s), fνk2,j2(s))‖L2 . 2−2β2m.

Step 2. We decompose ϕ̃
(k1)
j1
· Pk1fµ(s) = 2−αk1 [gµk1,j1(s) + hµk1,j1(s)] and

ϕ̃
(k2)
j2
·Pk2fν(s) = [gνk2,j2(s) +hνk2,j2(s)] as in (7.38)–(7.39). In this proof we will

also need the stronger bounds (4.8) on the functions hµk1,j1(s) and hνk2,j2(s),

2γj1 sup
R∈[2−j1 ,2k1 ], ξ0∈R3

R−2‖’hµk1,j1(s)‖L1(B(ξ0,R)) . 210k1 ,

2γj2 sup
R∈[2−j2 ,2k2 ], ξ0∈R3

R−2‖’hνk2,j2(s)‖L1(B(ξ0,R)) . 1,
(7.55)

10In some arguments that involve the use of Lemma A.3 it is necessary to pass to operators

that contain “smooth” symbols, such as the symbol (ξ, η) → ϕ(2D
2+max(0,k1,k2)Φσ;µ,ν(ξ, η))

in the operators G̃′s below. Lemma A.3 is not directly compatible with “rough” symbols such

as (ξ, η)→ χσ;µ,νR (ξ, η) since the L1 norm of the inverse Fourier transform of such symbols is

very large.
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and the support properties (4.7). Recall the L2 bounds

‖gµk1,j1(s)‖L2 . 2−(1+β)j1 , ‖hµk1,j1(s)‖L2 . 28k12−(1−β)j1 ,

‖gνk2,j2(s)‖L2 . 2−(1+β)j2 , ‖hνk2,j2(s)‖L2 . 2−(1−β)j2 .
(7.56)

With Eµs f = e−isΛ̃µf and Eνs g = e−isΛ̃νg as in the proof in Case 1, we use the

kernel bounds (A.49), (A.37), and (A.42) (as in the proof of Lemma A.5) to

conclude that

‖Eµs P[k1−2,k1+2](g
µ
k1,j1

(s))‖L∞ . 2k1/22−3m/22j1(1/2−β),

‖Eµs P[k1−2,k1+2](h
µ
k1,j1

(s))‖L∞ . 28k1 min[2−3m/22j1(1/2+β), 2−γj1 ]

‖EνsP[k2−2,k2+2](g
ν
k2,j2(s))‖L∞ . 2−3m/22j2(1/2−β),

‖EνsP[k2−2,k2+2](h
ν
k2,j2(s))‖L∞ . min[2−3m/22j2(1/2+β), 2−γj2 ]

(7.57)

for any s ∈ [2m−1, 2m+1]. We combine these bounds and Lemma A.3. It follows

from (7.57) that

‖Efµk1,j1(s)‖L∞ . 2−3m/22j1(1/2+β) and ‖Efνk2,j2(s)‖L∞ . 2−3m/22j2(1/2+β).

Recalling that 2max(j1,j2) ≈ κ2m2−β
2m (see (7.32)), we have

‖‹G′s(fµk1,j1(s), fνk2,j2(s))‖L2 . 2−3m/22min(j1,j2)(1/2+β) · 2−(1−β) max(j1,j2)

. 2−|j1−j2|(1/2+β)2−3m/22(−1/2+2β) max(j1,j2)

. 2−|j1−j2|(1/2+β)2−2mκ−1/2 · 2β2m22βm

for any s ∈ [2m−1, 2m+1]. The desired bound (7.54) follows if 2−|j1−j2|2k1 ≤
2−6βm.

It remains to prove (7.54) in the case

(7.58) 2|j1−j2|2−k1 ≤ 26βm.

We start by using the bounds (7.56)–(7.57) more carefully. We estimate

‖‹G′s(f, g)‖L2 . 2−3m/22min(j1,j2)(1/2−β) · 2−(1+β) max(j1,j2)

. 2−(2+2β)mκ−1/2κ−2β2β
2m

if (f, g) =
Ä
P[k1−2,k1+2](g

µ
k1,j1

(s)), P[k2−2,k2+2](g
ν
k2,j2

(s))
ä
. This is consistent

with the desired bound (7.54) if we recall that κ−1 . 2m/3+βm/2 (see (7.46)).

Therefore, it remains the prove that

(7.59) 2(2+β)m2k1/2κ1/2 sup
s∈[2m−1,2m+1]

‖‹G′s(f, g)‖L2 . 2−2β2m,
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if (7.58) holds, and

(f, g) ∈
{

(P[k1−2,k1+2](g
µ
k1,j1

(s)), P[k2−2,k2+2](h
ν
k2,j2(s))

ä
,Ä

P[k1−2,k1+2](h
µ
k1,j1

(s)), P[k2−2,k2+2](g
ν
k2,j2(s))

ä
,Ä

P[k1−2,k1+2](h
µ
k1,j1

(s)), P[k2−2,k2+2](h
ν
k2,j2(s))

ä}
.

(7.60)

One could try arguing as before: recalling that γ = 3/2 − 4β and using

(7.58), for (f, g) as in (7.60), we estimate

‖‹G′s(f, g)‖L2 . 2−γmin(j1,j2) · 2−(1−β) max(j1,j2)

. 2γ|j1−j2|2−(γ+1−β) max(j1,j2)

. 2−5m/2+15βmκ−5/2+5β23β2m.

Therefore, the left-hand side of (7.59) is dominated by

C2k1/22(2+β)mκ1/2 · 23β2m2−5m/2+15βmκ−5/2+5β . 23β2m2−m(1/2−16β)κ−(2−5β).

The desired bound (7.59) follows if κ−1 is sufficiently small, say κ−1 ≤ 2m/6,

but not in the full range κ−1 ≤ 2m(1/3+β/2) (see (7.46)). To cover the full range

we need an additional argument that uses the stronger bounds (7.55).

Step 3. We prove now (7.59). We reinsert first the cutoff function χσ;µ,ν
R ,

i.e., we define‹G′′s(f, g)(ξ) := ϕk(ξ)

∫
R3
eisΦ

σ;µ,ν(ξ,η)χσ;µ,ν
R (ξ, η) · f̂(ξ − η)ĝ(η) dη.

χσ;µ,ν
R (ξ, η) = ϕ(2D

2+max(0,k1,k2)Φσ;µ,ν(ξ, η))ϕ(|Ξµ,ν(ξ, η)|/κ),

(7.61)

where (f, g) are as in (7.60). As before, integrating by parts in η, we notice

that ‖‹G′′s(f, g)− ‹G′s(f, g)‖L2 . 2−10m. Then we decompose‹G′′s(f, g) =
∑
v∈Z3

‹G′′v,s(f, g),‹G′′v,s(f, g) := χ′(κ−1ξ − v)ϕk(ξ)

∫
R3
eisΦ

σ;µ,ν(ξ,η)χσ;µ,ν
R (ξ, η) · f̂(ξ − η)ĝ(η) dη,

(7.62)

where χ′ is as before. For (7.59), it remains to prove that

(7.63) 2(4+2β)m2k1κ
∑
v∈Z3

‖‹G′′v,s(f, g)‖2L2 . 2−4β2m

for any s ∈ [2m−1, 2m+1] and (f, g) as in (7.60).
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In view of Lemma 7.2, the variables in the definition of the function‹G′′v,s(f, g) are naturally restricted as follows:

v ∈ Z3,
∣∣∣κ|v| −Rσ2∣∣∣ .Cb,ε 2k1 ,

ξ = av̂ + ξ′, ξ′ · v̂ = 0, |ξ′| .Cb,ε κ,
∣∣∣a− κ|v|∣∣∣ .Cb,ε κ,

ξ − η = bv̂ + θ′, θ′ · v̂ = 0, |θ′| .Cb,ε 2k1κ,∣∣∣b− (κ|v| − rµ,ν(κ|v|))
∣∣∣ .Cb,ε κ,

where v̂ = v/|v|. More precisely, for any fixed v, we define the functions fv

and gv by the formulas

f̂v(θ) := ϕ[|θ′|/(κ2k1+D)]ϕ
î
[ρ− κ|v|+ rµ,ν(κ|v|)]/(κ2D)

ó
· f̂(θ),

ĝv(θ) := ϕ(|θ′|/(κ2D))ϕ
î
[ρ− rµ,ν(κ|v|)]/(κ2D)

ó
· ĝ(θ),

(7.64)

where θ = ρv̂ + θ′, ρ ∈ R, θ′ · v̂ = 0. In view of Lemma 7.2 and (7.6), the

functions f̂v (respectively ĝv) have essentially pairwise disjoint supports, i.e.,

(7.65)
∑
v∈Z3

‖f̂v‖2L2 . ‖f̂‖2L2 ,
∑
v∈Z3

‖ĝv‖2L2 . 2−k1‖ĝ‖2L2 .

Moreover, they suffice to determine the functions ‹G′′v,s(f, g), i.e.,‹G′′v,s(f, g)(ξ) = χ′(κ−1ξ−v)ϕk(ξ)

∫
R3
eisΦ

σ;µ,ν(ξ,η)χσ;µ,ν
R (ξ, η) · f̂v(ξ−η)ĝv(η) dη.

We use (7.55), (7.56), and (7.65). For

(f, g) =
Ä
P[k1−2,k1+2](g

µ
k1,j1

(s)), P[k2−2,k2+2](h
ν
k2,j2(s))

ä
or

(f, g) =
Ä
P[k1−2,k1+2](h

µ
k1,j1

(s)), P[k2−2,k2+2](h
ν
k2,j2(s))

ä
,

we estimate∑
v∈Z3

‖‹G′′v,s(f, g)‖2L2 .
∑
v∈Z3

‖f̂v‖2L2‖ĝv‖2L1

. ‖f̂‖2L2 sup
v∈Z3

‖ĝv‖2L1 . 2−2j1+2βj12−2γj2κ4.

For (f, g) =
Ä
P[k1−2,k1+2](h

µ
k1,j1

(s)), P[k2−2,k2+2](g
ν
k2,j2

(s))
ä
, we estimate∑

v∈Z3

‖‹G′′v,s(f, g)‖2L2 .
∑
v∈Z3

‖f̂v‖2L1‖ĝv‖2L2

. 2−k1‖ĝ‖2L2 sup
v∈Z3

‖f̂v‖2L1 . 2−2j2+2βj22−2γj1κ4.
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Therefore, using also the assumption (7.58), the left-hand side of (7.63) is

dominated by

C2(4+2β)mκ · κ42−2γmin(j1,j2)2−(2−2β) max(j1,j2)

. 2(4+2β)mκ522γ|j1−j2|2−(2γ+2−2β) max(j1,j2) . 2−βm,

and the desired bound (7.63) follows. This completes the proof of the lemma.

�

8. Proof of Proposition 4.3, IV: Case C resonant interactions

Proposition 8.1. Assume that (k, j), (k1, j1), (k2, j2) ∈ J , m ∈ [1, L]∩Z,

(8.1)

Φσ;µ,ν ∈∈ TC = {Φi;i+,i+,Φi;i+,i−,Φi;i−,i−,Φi;e+,e−,Φi;e+,b−,Φi;e−,b+,Φi;b+,b−},

and

−9m/10 ≤ k1, k2 ≤ j/N ′0, max(j1, j2) ≤ (1− β/10)m+ k, m ≥ −k(1 + β2),

βm/2 +N ′0k+ +D2 ≤ j ≤ m+D, k ≤ −D/4.

(8.2)

Then there is κ ∈ (0, 2D/10],

κ ≥ κ0 := max
Ä
2(β2m−m)/22−min(k1,k2,0)/22−D/2, 2β

2m−m2max(j1,j2)
ä
,

such that

(8.3) 2k
∥∥∥ϕ̃(k)

j · PkR
σ;µ,ν
m,κ (fµk1,j1 , f

ν
k2,j2)

∥∥∥
B1
k,j

. 2−2β4m.

The rest of the section is concerned with the proof of this proposition. We

decompose

Rσ;µ,ν
m,κ (f, g) = Rσ;µ,ν

m,κ,1(f, g) +Rσ;µ,ν
m,κ,2(f, g),

F
î
Rσ;µ,ν
m,κ,l(f, g)

ó
(ξ) :=

∫
R

∫
R3
eisΦ

σ;µ,ν(ξ,η)χσ;µ,ν
R,l (ξ, η)qm(s)f̂(ξ−η, s)ĝ(η, s) dηds,

(8.4)

where χσ;µ,ν
R,1 := χσ;µ,ν

R ϕ(2−k+DΦσ;µ,ν) and χσ;µ,ν
R,2 := χσ;µ,ν

R ϕ[1,∞)(2
−k+DΦσ;µ,ν)

(compare with (5.67)).

The proposition follows from Lemmas 8.2, 8.3, 8.4, 8.5, 8.6 below. We

estimate first the easier contribution of the operators Rσ;µ,ν
m,κ,2.

Lemma 8.2. Assume that (8.2) holds. Then for any κ ∈ [κ0, 2
D/10], we

have

(8.5) 2k
∥∥∥ϕ̃(k)

j · PkR
σ;µ,ν
m,κ,2(fµk1,j1 , f

ν
k2,j2)

∥∥∥
B1
k,j

. 2−2β4m.
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Proof of Lemma 8.2. This is similar to the proof of the bound (5.69) in

Lemma 5.8 since, on the support of integration, we have that |Φσ;µ,ν(ξ, η)| & 2k.

After integration by parts in s, we obtain that

2kF [Ri;µ,νm,κ,2(fµk1,j1 , f
ν
k2,j2)] = i [R21 +R22 +R23] ,

R21(ξ) :=

∫
R

∫
R3
eisΦ

i;µ,ν(ξ,η)
2kχi;µ,νR,2 (ξ, η)

Φi;µ,ν(ξ, η)
q′m(s)

·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds,

R22(ξ) :=

∫
R

∫
R3
eisΦ

i;µ,ν(ξ,η)
2kχi;µ,νR,2 (ξ, η)

Φi;µ,ν(ξ, η)
qm(s)

· (∂s’fµk1,j1)(ξ − η, s)’fνk2,j2(η, s) dηds,

R23(ξ) :=

∫
R

∫
R3
eisΦ

i;µ,ν(ξ,η)
2kχi;µ,νR,2 (ξ, η)

Φi;µ,ν(ξ, η)
qm(s)

·’fµk1,j1(ξ − η, s)(∂s’fνk2,j2)(η, s) dηds.

(8.6)

Recall Definition 4.1. We first show that

(8.7) 2(1/2−β+α)k · 2k‖ϕk · FRi;µ,νm,κ,2(fµk1,j1 , f
ν
k2,j2)‖L∞ . 2−2β4m.

Indeed, using Cauchy-Schwartz inequality, (5.17), and (5.20), we see that

‖ϕk ·R22‖L∞ . 2m sup
s∈[2m−2,2m+2]

‖(∂s’fµk1,j1(s))‖L2‖’fνk2,j2(s)‖L2

. 2−βm2−10 max(k1,k2,0),

‖ϕk ·R23‖L∞ . 2m sup
s∈[2m−2,2m+2]

‖’fµk1,j1(s)‖L2‖(∂s’fνk2,j2(s))‖L2

. 2−βm2−10 max(k1,k2,0),

(8.8)

and this gives acceptable contributions. Proceeding as above, using (5.18) we

get

(8.9) ‖ϕk ·R21‖L∞ . 2−(1−β)(j1+j2)(1 + 2k1)−10(1 + 2k2)−10.

Therefore, this gives an acceptable contribution to (8.7) unless

(8.10) |k|+ |k1|+ |k2|+ j1 + j2 ≤ β2m.

Now, assuming that (8.10) holds, we can strengthen the L∞ bound. We

observe that

|Ξµ,ν(ξ, η)| & 2−βm min
(∣∣∣(ξ − η)/|ξ − η| − η/|η|

∣∣∣, ∣∣∣(ξ − η)/|ξ − η|+ η/|η|
∣∣∣).
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Consequently, if |ξ| ∈ [2k−2, 2k+2], |ξ − η| ∈ [2k1−2, 2k1+2], |η| ∈ [2k2−2, 2k2+2],

and |Ξµ,ν(ξ, η))| . 2−m/3, then

min
(∣∣∣(ξ − η)/|ξ − η| − η/|η|

∣∣∣, ∣∣∣(ξ − η)/|ξ − η|+ η/|η|
∣∣∣) . 2−m/4.

A simple estimate using the L∞ bounds in (5.17) then gives ‖ϕk · R21‖L∞ .
2−m/6, which suffices to finish the proof of (8.7).

For (8.5), it remains to prove that

(8.11) 2(1+α)k2(1+β)m‖PkRi;µ,νm,κ,2(fµk1,j1 , f
ν
k2,j2)‖L2 . 2−2β4m.

We use again the decomposition (8.6) and notice that

2kχi;µ,νR,2 (ξ, η)

Φi;µ,ν(ξ, η)

= ϕ(|Ξµ,ν(ξ, η)|/κ)
ϕ[1,∞)(2

−k+DΦi;µ,ν(ξ, η))ϕ(2D
2+max(k1,k2,0)Φi;µ,ν(ξ, η))

2−kΦi;µ,ν(ξ, η)

= ϕ(|Ξµ,ν(ξ, η)|/κ)

∫
R
eiλΦi;µ,ν(ξ,η)ψ(λ) dλ,

(8.12)

where, as a consequence of the Fourier inversion formula

(8.13) ψ(λ) = C

∫
R
e−iλx

ϕ[1,∞)(2
−k+Dx)ϕ(2D

2+max(k1,k2,0)x)

2−kx
dx.

Simple integration by parts estimates show that, for any integer N ≥ 2,

(8.14) |ψ(λ)| .N 2β
4m2k(1 + 2k|λ|)−N .

Let

R21(ξ, λ) :=

∫
R

∫
R3
ei(s+λ)Φi;µ,ν(ξ,η)ϕ(|Ξµ,ν(ξ, η)|/κ)q′m(s)

·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds,

R22(ξ, λ) :=

∫
R

∫
R3
ei(s+λ)Φi;µ,ν(ξ,η)ϕ(|Ξµ,ν(ξ, η)|/κ)qm(s)

· (∂s’fµk1,j1)(ξ − η, s)’fνk2,j2(η, s) dηds,

R23(ξ, λ) :=

∫
R

∫
R3
ei(s+λ)Φi;µ,ν(ξ,η)ϕ(|Ξµ,ν(ξ, η)|/κ)qm(s)

·’fµk1,j1(ξ − η, s)(∂s’fνk2,j2)(η, s) dηds.

(8.15)

The formulas (8.12) and (8.6) show that, for l ∈ {1, 2, 3},

R2l(ξ) =

∫
R
R2l(ξ, λ)ψ(λ) dλ.
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Recall also that 2m+k ≥ 2β
2m/2; see (8.2). In view of the rapid decay in (8.14),

for (8.11) it suffices to prove that, for l ∈ {1, 2, 3},

2αk2(1+β)m‖ϕk(ξ)R2l(ξ, λ)‖L2
ξ
. 2−3β4m if |λ| ≤ 2m−10,

2αk2(1+β)m‖ϕk(ξ)R2l(ξ, λ)‖L2
ξ
. 24m if |λ| ≥ 2m−10.

(8.16)

The bound in the second line of (8.16) follows easily using L2 bounds, as in

(8.8)–(8.9). For the first bound, we define the functions ‹R2l, l ∈ {1, 2, 3} as in

(8.15), but without the factor ϕ(|Ξµ,ν(ξ, η)|/κ). As in the proof of Lemma 5.8

(see (5.72)), integration by parts in η shows that the difference between R2l

and ‹R2l is rapidly decreasing in m. It remains to prove that

(8.17)

2αk2(1+β)m‖ϕk(ξ)‹R2l(ξ, λ)‖L2
ξ
. 2−3β4m if |λ| ≤ 2m−10 and l ∈ {1, 2, 3}.

We use the L2 bounds

‖fµk1,j1(s)‖L2 . (2αk1 + 210k1)−12−(1−β)j122βk1 ,

‖fνk2,j2(s)‖L2 . (2αk2 + 210k2)−12−(1−β)j222βk2 ,

‖(∂sfµk1,j1)(s)‖L2 + ‖(∂sfνk2,j2)(s)‖L2 . 2−m(1+β)

(8.18)

(see (5.18) and (5.20)) and the L∞ bounds

‖e−i(s+λ)Λ̃µfµk1,j1(s)‖L∞ + ‖e−i(s+λ)Λ̃νfνk2,j2(s)‖L∞ . 2−m(1+β),

‖e−i(s+λ)Λ̃µfµk1,j1(s)‖L∞ . 2−m(5/4−10β)2j1(1/4−11β),

‖e−i(s+λ)Λ̃νfνk2,j2(s)‖L∞ . 2−m(5/4−10β)2j2(1/4−11β).

(8.19)

These L∞ bounds are similar to the bounds (5.17) and (5.19), once we recall

that |s+ λ| ≈ 2m. Using Lemma A.3, it follows that

2αk2(1+β)m‖‹R21(ξ, λ)‖L2
ξ

. 2(1+β)m · 2−m(5/4−10β)2min(j1,j2)(1/4−11β)2−(1−β) max(j1,j2) . 2−βm,

2αk2(1+β)m
î
‖‹R22(ξ, λ)‖L2

ξ
+ ‖‹R23(ξ, λ)‖L2

ξ

ó
. 2(1+β)m · 2m2−m(1+β)2−m(1+β) . 2−βm,

and the desired bound (8.17) follows. �

We estimate now the contribution of the operators Rσ;µ,ν
m,κ,1, starting with

some of the easier cases.

Lemma 8.3. Assume that (8.2) holds,

(8.20) Φσ;µ,ν ∈∈ {Φi;i−,i−,Φi;e+,e−,Φi;e+,b−,Φi;e−,b+,Φi;b+,b−},
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and κ = κ0. Then

(8.21) 2k
∥∥∥ϕ̃(k)

j · PkR
σ;µ,ν
m,κ,1(fµk1,j1 , f

ν
k2,j2)

∥∥∥
B1
k,j

. 2−2β4m.

Proof of Lemma 8.3. Clearly, PkR
σ;µ,ν
m,κ,1(fµk1,j1 , f

ν
k2,j2

) = 0 if

Φσ;µ,ν = Φi;i−,i−

or if

Φσ;µ,ν ∈∈ {Φi;e+,e−,Φi;e+,b−,Φi;e−,b+,Φi;b+,b−} and 2 max(k1, k2) ≤ k−D/10.

Indeed, in this case, since λe(0) = λb(0) and λ′e(0) = λ′b(0) = 0, we see that

|Φi;µ,ν(ξ, η)| ≥ Λi(ξ)− |Λσ1(ξ − η)−Λσ2(η)| & |ξ| −CCb,ε(|ξ − η|
2 + |η|2) & 2k.

It remains to prove the lemma in the case

(8.22)

Φσ;µ,ν ∈∈ {Φi;e+,e−,Φi;e+,b−,Φi;e−,b+,Φi;b+,b−} and k ≤ 2 max(k1, k2)+D/10.

In this case, since k ≤ −D/4 from (8.2), we remark that k ≤ min(k1, k2)− 20,

|k1 − k2| ≤ 8, and that

|Ξµ,ν(ξ, η)| &Cb,ε

|ξ|(1 + |ξ − η|+ |η|)−3 if σ1 = σ2,

(|η|+ |ξ − η|)(1 + |ξ − η|+ |η|)−3 if σ1 6= σ2.
(8.23)

These inequalities follow from Lemma A.4. Consequently, we see that if

k ≥ 2βm−m/2−min(k1, k2, 0)/2 if σ1 = σ2,

max(k1, k2) ≥ 2βm−m/2−min(k1, k2, 0)/2 if σ1 6= σ2,
(8.24)

then PkR
i;µ,ν
m,κ,1 = 0. (Recall that

κ = max(2−(1−β2)m/22−min(k1,k2,0)/22−D/2, 2max(j1,j2)−(1−β2)m)

and max(j1, j2) ≤ (1−β/10)m+k; see (8.2).) The desired bound (8.3) becomes

trivial in this case.

Independently, using Lemma A.3 and (A.37), (A.42), we directly see that

‖PkT i;µ,νm (fµk1,j1 , f
ν
k2,j2)‖L2

. 2m sup
s∈[2m−4,2m+4]

min(‖Efµk1,j1(s)‖L∞‖fνk2,j2(s)‖L2 ,

‖fµk1,j1(s)‖L2‖Efνk2,j2(s)‖L∞)

. 2m2−3m/2,

from which we deduce that

2(1+α)k2(1+β)j‖PkT i;µ,νm (fµk1,j1 , f
ν
k2,j2)‖L2 . 2(1+α)k2(1/2+β)m.
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In addition

2(3/2−β+α)k‖FPkT i;µ,νm (fµk1,j1 , f
ν
k2,j2)‖L∞

. 2(3/2−β+α)k2m sup
s∈[2m−4,2m+4]

‖fµk1,j1(s)‖L2‖fνk2,j2(s)‖L2

. 2(3/2−β+α)k2m2(k1+k2)/2.

Therefore,

2k‖ϕ̃(k)
j · PkT

i;µ,ν
m (fµk1,j1 , f

ν
k2,j2)‖B1

k,j
. 2(1+α)k2(1/2+β)m

+ 2(3/2−β+α)k2m2(k1+k2)/2.
(8.25)

Recall also that T i;µ,νm = N1;i;µ,ν
m +N2;i;µ,ν

m,κ +Ri;µ,νm,κ,1 +Ri;µ,νm,κ,2; see (5.67) and

(8.4). The operators N1;i;µ,ν
m , N2;i;µ,ν

m,κ , and Ri;µ,νm,κ,2 have already been bounded

in Lemmas 5.8 and 8.2. Therefore, using also (8.25),

2k‖ϕ̃(k)
j · PkR

i;µ,ν
m,κ,1(fµk1,j1 , f

ν
k2,j2)‖B1

k,j
. 2−2β4m + 2(1+α)k2(1/2+β)m

+ 2(3/2−β+α)k2m2(k1+k2)/2.
(8.26)

This gives the desired bound (8.21) if σ1 6= σ2 and (8.24) does not hold, using

also (8.22). If σ1 = σ2 and k ≤ −3m/4, then (8.21) follows also from (8.26).

On the other hand, if k ≥ −3m/4, since Λσ1 is smooth when σ1 ∈ {e, b}, we

observe that

∀ |ρ| ≥ 2, σ1 ∈ {e, b}, |Dρ
ηΦ

i;σ1+,σ1−(ξ, η)| .ρ 2k,

as long as |ξ| ≤ 2k+4. Besides, from (8.2), we have that max(j1, j2) ≤
(1 − β/10)m + k. Therefore, we recall (8.23) and use Lemma A.2 with K ≈
2(1−β/20)m+k, ε = 2−max(j1,j2) to conclude that |PkT i;µ,νm (fµk1,j1 , f

ν
k2,j2

)(ξ)| .
2−4m, from which the desired inequality (8.21) follows easily. �

We consider now the remaining two phases. A key observation is the weak

ellipticity bound

(8.27) |Φi,i±,i±(ξ, η)| & |ξ||ξ − η||η|
1 + |ξ|2 + |η|2

when min{|ξ|, |ξ − η|, |η|} ≤ 1.

This follows from the bound

(8.28)

λi(a)+λi(b)−λi(a+b) &Cb,ε amin(1, b)2 if 0 ≤ a ≤ b and a ∈ [0, 2−D/20].

Indeed, using Lemma A.4, if b ≤ r∗/2, then

λi(a) + λi(b)− λi(a+ b) =

∫ a

0
[λ′(r)− λ′(b+ r)] dr

=

∫ a

0

∫ b

0
−λ′′i (r + s) drds ≈Cb,ε ab

2.
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On the other hand, if b ≥ r∗/2, then

λi(a) + λi(b)− λi(a+ b) =

∫ a

0
[λ′(r)− λ′(b+ r)] dr

≥
∫ a

0
[qi(r) + rq′i(r)− qi(b+ r)] dr ≈Cb,ε a,

and the desired lower bound (8.28) follows.

We prove first the required L∞ bounds.

Lemma 8.4. Assume that (8.2) holds and

Φσ;µ,ν ∈∈ {Φi;i+,i+,Φi;i+,i−}.

Then, for any κ ∈ [κ0, 2
D/10], we have

(8.29) 2(3/2+α−β)k‖FPkRi;µ,νm,κ,1(fµk1,j1 , f
ν
k2,j2)‖L∞ . 2−2β4m.

Proof of Lemma 8.4. Integration by parts in s, as in Lemma 8.2, gives

F [Ri;µ,νm,κ,1(fµk1,j1 , f
ν
k2,j2)] = i [R11 +R12 +R13] ,

R11(ξ) :=

∫
R

∫
R3
eisΦ

i;µ,ν(ξ,η)
χi;µ,νR,1 (ξ, η)

Φi;µ,ν(ξ, η)
q′m(s)

·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds,

R12(ξ) :=

∫
R

∫
R3
eisΦ

i;µ,ν(ξ,η)
χi;µ,νR,1 (ξ, η)

Φi;µ,ν(ξ, η)
qm(s)

· (∂s’fµk1,j1)(ξ − η, s)’fνk2,j2(η, s) dηds,

R33(ξ) :=

∫
R

∫
R3
eisΦ

i;µ,ν(ξ,η)
χi;µ,νR,1 (ξ, η)

Φi;µ,ν(ξ, η)
qm(s)

·’fµk1,j1(ξ − η, s)(∂s’fνk2,j2)(η, s) dηds.

(8.30)

First, using (8.27), (5.17), and (5.20), we see that

2(3/2+α−β)k‖ϕk ·R12‖L∞

. 2(3/2+α−β)k2−k−
‹k1−‹k22m sup

s∈[2m−4,2m+4]
‖(∂s’fµk1,j1)(s)‖L2‖’fνk2,j2(s)‖L2

. 2(3/2+α−β)k2−k−
‹k1−‹k22m · 2‹k12−(1+β)m2(1+β−α)‹k2

. 2−β
3m.

Similarly, 2(3/2+α−β)k‖ϕk ·R13‖L∞ . 2−β
3m. Moreover, assuming that

|k|+ |k1|+ |k2|+ |j1|+ |j2| ≥ β2m
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and using Hölder’s inequality, we find that

2(3/2+α−β)k‖ϕk ·R11‖L∞

. 2(3/2+α−β)k2−k−
‹k1−‹k2 sup

s∈[2m−4,2m+4]
‖’fµk1,j1(s)‖L2‖’fνk2,j2(s)‖L2

. 2(3/2+α−β)k2−k−
‹k1−‹k222β(‹k1+‹k2)(2αk1 +210k1)−1(2αk2 +210k2)−12−(1−β)(j1+j2)

. 2−2β4m.

On the other hand, if

|k|+ |k1|+ |k2|+ |j1|+ |j2| ≤ β2m,

then we can proceed as in the proof of the bound (8.7) in Lemma 8.2 to estimate

also 2(3/2+α−β)k‖ϕk ·R11‖L∞ . 2−β
3m. The desired bound (8.29) follows. �

We prove now the weighted L2 bounds in two steps.

Lemma 8.5. Assume that (8.2) holds and

Φσ;µ,ν ∈∈ {Φi;i+,i+,Φi;i+,i−}.

Then the L2 bound

(8.31) 2(1+α)k2(1+β)j‖ϕ̃(k)
j · PkR

i;µ,ν
m,κ,1(fµk1,j1 , f

ν
k2,j2)‖L2 . 2−2β4m

holds for any κ ∈ [κ0, 2
D/10], provided that either

(8.32) max(k1, k2) ≥ −D/10,

or

max(k1, k2) ≤ −D/10, 2k + min(k1, k2) ≤ (β2m−m) + 2D,

min(k1, k2) ≤ k − 10,
(8.33)

or

max(k1, k2) ≤ −D/10, 2k + min(k1, k2) ≤ (β2m−m) + 2D,

k − 10 ≤ min(k1, k2) ≤ −3βm.
(8.34)

Proof of Lemma 8.5. Using (8.27), PkR
i;µ,ν
m,κ,1(fµk1,j1 , f

ν
k2,j2

) = 0 if (8.32) is

satisfied. Assume now that (8.33) holds. In this case k ≥ max(k1, k2)− 4 and

necessarily max(j1, j2) ≥ m/8 by (8.33). We may assume that k2 ≤ k1. If

j1 ≤ j2 − 6βm then, using Plancherel, (5.18) and (A.49),

‖T i;µ,νm (fµk1,j1 , f
ν
k2,j2)‖L2 . 2m sup

s∈[2m−4,2m+4]
‖Efµk1,j1(s)‖L∞‖fνk2,j2(s)‖L2

. 2m · 2−3/2m2k1/22(1/2+β)j12−(1−β)j223/2β(k1+k2)
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and, therefore,

2(1+α)k2(1+β)j‖T i;µ,νm (fµk1,j1 , f
ν
k2,j2)‖L2

. 2(1+α)[k+k2/2]2(1/2+β)m2−(1/2+β/4)(j2−j1)23/4βj1 . 2−β
3m.

The desired bound (8.31) follows using also (5.69) and (8.5). If j1 ≥ j2 − 6βm

and max(j1, j2) ≥ m/8, then

(1/2 + β)j2 − (1− β)j1 ≤ −(1/2− 2β)j1 + 3βm+ 6β2m ≤ −4βm.

Using Plancherel, (5.18) and (A.49), we estimate

‖T i;µ,νm (fµk1,j1 , f
ν
k2,j2)‖L2 . 2m sup

s∈[2m−4,2m+4]
‖fµk1,j1(s)‖L2‖Efνk2,j2(s)‖L∞

. 2m · 2−3/2m2k2/22(1/2+β)j22−(1−β)j123/2β(k1+k2)

and, therefore,

2(1+α)k2(1+β)j‖T i;µ,νm (fµk1,j1 , f
ν
k2,j2)‖L2

. 2(1+α)[k+k2/2]2(1/2+β)m2−4βm23/2β(k1+k2/2) . 2−β
3m.

The desired bound (8.31) follows using also (5.69) and (8.5).

Finally, assume that (8.34) holds, so |k1 − k2| ≤ 20. In this case, we may

simply use Plancherel, (5.18), and (A.49) to estimate (assuming for example

j2 ≤ j1)

‖T i;µ,νm (fµk1,j1 , f
ν
k2,j2)‖L2 . 2m sup

s∈[2m−4,2m+4]
‖fµk1,j1(s)‖L2‖Efνk2,j2(s)‖L∞

. 2m · 2−3/2m2k2/22(1/2+β)j22−(1−β)j123/2β(k1+k2).

(8.35)

The desired bound follows as before, using also (5.69) and (8.5). �

We complete now the proof of the weighted L2 bounds, with the remaining

cases.

Lemma 8.6. Assume that (8.2) holds, Φσ;µ,ν ∈∈ {Φi;i+,i+,Φi;i+,i−}, and

k2 ≤ k1 ≤ −D/10.

Then the L2 bound

(8.36) 2(1+α)k2(1+β)j‖ϕ̃(k)
j · PkR

i;µ,ν
m,κ,1(fµk1,j1 , f

ν
k2,j2)‖L2 . 2−2β4m

holds provided that either

(8.37) 2k + k2 ≤ (β2m−m) + 2D, k2 ≥ −3βm, and κ = 2D/10,

or

(8.38)

2k+ k2 ≥ (β2m−m) + 2D, j ≤ m+ k2(1/2 + 4β) +D, and κ = 2D/10,
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or

(8.39) 2k+ k2 ≥ (β2m−m) + 2D, j ≤ j1 + β2m+D, and κ = 2D/10,

or

2k + k2 ≥ (β2m−m) + 2D,

j ≥ max(m+ k2(1/2 + 4β), j1 + β2m) +D, and κ = 2k−D/4.
(8.40)

Proof of Lemma 8.6. We will often use the decomposition (8.30) and the

inequality (8.27). As in the proof of Lemma 8.2, we also notice that if |ξ| ∈
[2k−2, 2k+2], |η| ∈ [2k2−2, 2k2+2], |ξ − η| ∈ [2k1−2, 2k1+2], then

χi;µ,νR,1 (ξ, η)

Φi;µ,ν(ξ, η)
= ϕ(|Ξµ,ν(ξ, η)|/κ)

ϕ(2−k+DΦi;µ,ν(ξ, η))ϕ(2D
2
Φi;µ,ν(ξ, η))

Φi;µ,ν(ξ, η)

· ϕ[1,∞)(2
−k−k1−k2+DΦi;µ,ν(ξ, η))

= ϕ(|Ξµ,ν(ξ, η)|/κ)

∫
R
eiλΦi;µ,ν(ξ,η)ψ2(λ) dλ

(8.41)

where, as a consequence of the Fourier inversion formula,

(8.42) ψ2(λ) = C

∫
R
e−iλx

ϕ(2−k+Dx)ϕ(2D
2
x)

x
ϕ[1,∞)(2

−k−k1−k2+Dx) dx.

Simple integration by parts estimates show that, for any integer N ≥ 2,

(8.43) |ψ2(λ)| .N 2β
4m(1 + 2k+k1+k2 |λ|)−N .

Let

R11(ξ, λ) := ϕk(ξ)

∫
R

∫
R3
ei(s+λ)Φi;µ,ν(ξ,η)ϕ(|Ξµ,ν(ξ, η)|/κ)q′m(s)

·’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηds,

R12(ξ, λ) := ϕk(ξ)

∫
R

∫
R3
ei(s+λ)Φi;µ,ν(ξ,η)ϕ(|Ξµ,ν(ξ, η)|/κ)qm(s)

· (∂s’fµk1,j1)(ξ − η, s)’fνk2,j2(η, s) dηds,

R13(ξ, λ) := ϕk(ξ)

∫
R

∫
R3
ei(s+λ)Φi;µ,ν(ξ,η)ϕ(|Ξµ,ν(ξ, η)|/κ)qm(s)

·’fµk1,j1(ξ − η, s)(∂s’fνk2,j2)(η, s) dηds.

(8.44)

The formulas (8.30) and (8.41) show that, for l ∈ {1, 2, 3},

ϕk(ξ)R1l(ξ) =

∫
R
R1l(ξ, λ)ψ2(λ) dλ.

In view of the rapid decay in (8.43), for (8.36) it suffices to prove that, for

l ∈ {1, 2, 3},
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2−(k+k1+k2)2(1+α)k2(1+β)j‖ϕ̃(k)
j · F

−1[R1l(., λ)]‖L2 . 2−3β4m

if |λ| ≤ 2β
2m/22−(k+k1+k2),

2(1+α)k2(1+β)m‖R1l(ξ, λ)‖L2
ξ
. 24m

if |λ| ≥ 2β
2m/22−(k+k1+k2).

(8.45)

Assume first that (8.37) holds. If k ≤ −2m/3, then the desired bound

follows from (8.35). On the other hand, if k ≥ −2m/3, then −(k + k1 + k2) ≤
3m/4. Notice also that ϕ(|Ξµ,ν(ξ, η)|/κ) = 1 in the support of the integrals in

(8.44). Therefore, if |λ| ≤ 2β
2m/22−(k+k1+k2), then |s+ λ| ≈ 2m and

‖F−1[R12(., λ)]‖L2 . 2m sup
s∈[2m−4,2m+4]

‖(∂sfµk1,j1)(s)‖L2‖e−i(s+λ)Λ̃νfνk2,j2(s)‖L∞

. 2−(1+2β)m2k12(1/2−2β)k2 ,

using (5.17) and (5.20). Similarly, using also (A.49) and recalling that k2 ≤ k1,

‖F−1[R13(., λ)]‖L2 + ‖F−1[R11(., λ)]‖L2 . 2−(1+β+β2)m2k1+k22−(1/2+4β)k2 .

Therefore,

(8.46)
∑

l∈{1,2,3}
‖F−1[R1l(., λ)]‖L2 . 2−(1+β+β2)m2k1+k22−(1/2+4β)k2 .

The desired bound in the first line of (8.45) follows since j ≤ m + D. The

bound in the second line follows as well, since in this case one can simply

estimate ‖R1l(ξ, λ)‖L∞
ξ
. 1 for l ∈ {1, 2, 3}.

The proof is similar in the case described in (8.38), since the bound (8.46)

still holds and 2(1+β)j . 2(1+β)m2k2(1/2+5β), in view of the stronger assumption

on j. On the other hand, in the case described in (8.39), one can assume

m+ k2 ≤ j ≤ j1 + β2m+D and prove the stronger bound

2(1+α)k2(1+β)j‖PkT i;µ,νm (fµk1,j1 , f
ν
k2,j2)‖L2 . 2−3β4m,

by estimating as in the proof of (5.60).

Finally, assume that (8.40) holds. Notice first that the choice κ = 2k−D/4

is acceptable in this case, i.e., κ ≥ κ0. We may assume k2 ≤ k1 and use the

formula (8.4),

PkR
i;µ,ν
m,κ,1(fµk1,j1 , f

ν
k2,j2)(x) = C

∫
R3

∫
R

∫
R3
ϕk(ξ)e

i[x·ξ+sΦi;µ,ν(ξ,η)]ϕ(|Ξµ,ν(ξ, η)|/κ)

· ϕ(2−k+DΦi;µ,ν(ξ, η))ϕ(2D
2
Φi;µ,ν(ξ, η))qm(s)’fµk1,j1(ξ − η, s)’fνk2,j2(η, s) dηdsdξ.

(8.47)

We will show that if (ξ, η) is in the support of the integral in (8.47), then

(8.48)
∣∣∣∇ξΦi;µ,ν(ξ, η)

∣∣∣ . 2k2 .
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Assuming this bound and (8.40), one would get rapid decay, i.e.,

|PkRi;µ,νm,κ,1(fµk1,j1 , f
ν
k2,j2)(x)| . 2−4m

if |x| ≥ 2j−4, using integration by parts in ξ and Lemma A.2 with K ≈ 2j and

ε ≈ min(2−j1 , 22k−D/2).

It remains to prove (8.48). We will use repeatedly the following observa-

tion from the sine law in the triangle formed by ξ, ξ − η, η:

(8.49)
sin(∠(ξ, η))

|ξ − η|
=

sin(∠(ξ, ξ − η))

|η|
=

sin(∠(ξ − η, η))

|ξ|
.

Recall the formulas

Φi;µ,ν(ξ, η) = λi(|ξ|)− ιµλi(|ξ − η|)− ινλi(|η|),

Ξµ,ν(ξ, η) = ιµλ
′
i(|ξ − η|)

ξ − η
|ξ − η|

− ινλ′i(|η|)
η

|η|
,

∇ξΦi;µ,ν(ξ, η) = λ′i(|ξ|)
ξ

|ξ|
− ιµλ′i(|ξ − η|)

ξ − η
|ξ − η|

,

(8.50)

where ιµ, ιν ∈ {+,−}. Since |λ′i(|ξ|) − λ′i(|ξ − η|)| . 2k2 (see Lemma A.4(i)),

we may assume that |Φi;µ,ν(ξ, η)| ≤ 2k−D+1 and |Ξµ,ν(ξ, η)| ≤ 2k−D+1, and it

suffices to prove that

(8.51) |∠(ξ, ιµ(ξ − η))| . 2k2 .

The condition |Ξµ,ν(ξ, η)| ≤ 2k−D+1 � 1 together with Lemma A.4(i)

show that

(8.52) |∠(ιµ(ξ − η), ινη)| ≤ 2k−D/2.

In particular, using also the identity (8.49),

(8.53) sin(∠(ξ − η, η)) ≤ 2k−D/2, sin(∠(ξ, ξ − η)) ≤ 2k2−D/4.

The desired inequality (8.51) follows if ιµ = + and k1 − k2 ≥ 10. Notice also

that (8.51) is trivial if ιµ = − and k1−k2 ≥ 10, since in this case the condition

|Φi;µ,ν(ξ, η)| ≤ 2k−D+1 cannot be satisfied.

It remains to prove (8.51) in the case 0 ≤ k1−k2 ≤ 10. If (ιµ, ιν) = (+,+),

then (8.51) follows easily from (8.52) and (8.49), as before. If (ιµ, ιν) = (+,−),

then we use the inequality

Φi;i+,i−(ξ, η) = λi(|ξ|) + λi(|η|)− λi(|ξ − η|) ≥ λi(|ξ|+ |η|)− λi(|ξ − η|)

(see (8.27)) together with the assumption |Φi;i+,i−(ξ, η)| ≤ 2k−D+1 to conclude

that max(|ξ|, |η|) ≤ |ξ − η|. Using also (8.53) it follows that the vectors ξ

and ξ − η are almost aligned and pointing in the same direction, so (8.51)

follows from (8.53). The proof in the case (ιµ, ιν) = (−,+) is similar, and this

completes the proof of the lemma. �
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Appendix A. General estimates and the functions Λi,Λe,Λb

In this section we summarize the linear and the bilinear estimates we use

in the paper. We also provide precise descriptions of the eigenvalues Λi,Λe,Λb
defined in (3.12).

We note first that Calderón–Zygmund operators are compatible with the

spaces constructed in Definition 4.1. More precisely,

Lemma A.1. Assume q ∈ S10 (see (3.23)) and Tqf := F−1(q · f̂). Then

‖Tqf‖Z . ‖q‖S10‖f‖Z for any f ∈ Z.

We omit the proof of this lemma, since it is identical to the proof of Lemma

5.1 in [26]. The following general oscillatory integral estimate is used often.

(See Lemma 5.4 in [26] for the simple proof.)

Lemma A.2. Assume that 0 < ε ≤ 1/ε ≤ K , N ≥ 1 is an integer, and

f, g ∈ CN (Rn). Then

(A.1)

∣∣∣∣ ∫
Rn
eiKfg dx

∣∣∣∣ .N (Kε)−N
î ∑
|ρ|≤N

ε|ρ|‖Dρ
xg‖L1

ó
,

provided that f is real-valued,

(A.2) |∇xf | ≥ 1supp g, and ‖Dρ
xf · 1supp g‖L∞ .N ε1−|ρ|, 2 ≤ |ρ| ≤ N.

We will often use the following simple bilinear estimate. (See, for example,

[27, Lemma 5.2] for the proof.)

Lemma A.3. Assume p, q ∈ [2,∞] satisfy 1/p + 1/q = 1/2, and m ∈
L∞(R3 × R3). Then, for any f, g ∈ L2(R3),

(A.3)

∥∥∥∥ ∫
R3
m(ξ, η) · f̂(ξ − η)ĝ(η) dη

∥∥∥∥
L2
ξ

. ‖F−1m‖L1(R3×R3)‖f‖Lp‖g‖Lq .

Recall the functions Λi,Λe,Λb defined in (3.12). Let λi, λe, λb : [0,∞) →
[0,∞),

λi(r) := ε−1/2

√
(1 + ε) + (T + ε)r2 −

»
((1− ε) + (T − ε)r2)2 + 4ε

2
,

λe(r) := ε−1/2

√
(1 + ε) + (T + ε)r2 +

»
((1− ε) + (T − ε)r2)2 + 4ε

2
,

λb(r) := ε−1/2
»

1 + ε+ Cbr2,

(A.4)

such that Λσ(ξ) = λσ(|ξ|), σ ∈ {i, e, b}. We also define

cσ = lim
r→+∞

λ′σ(r), ci = 1, ce =
»
T/ε, cb =

»
Cb/ε.
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The graphs in Figure 1 below illustrate the qualitative features of the

dispersion relations. The pictures are obtained for the range of parameters

ε = 0.1, T = 1 and Cb = 6 that is outside of the range considered in (1.16)

but, as proved in Lemma A.4 below, the qualitative behavior of the functions

λi, λe, λb remains similar, except that the functions become more “separated”

(and do not fit in a common plot). In Figure 2, we also add a graph showing

0.5 1.0 1.5 2.0 2.5
0

2

4

6

8

10
Dispersion relations

λi

λe

λb

0.5 1.0 1.5 2.0 2.5
0

2

4

6

8
Group velocities

λ′i

λ′e

λ′b

Figure 1. The graphs above show the dispersion relations and

group velocities that we are considering. The graphs correspond

to the parameters ε = 0.1, T = 1 and Cb = 6 other values of

the parameters lead to qualitatively similar graphs.
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0.5 1.0 1.5 2.0 2.5
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10 Ion group velocity

λ′i
ci

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
0.0

0.5

1.0

1.5

2.0
λi , close up on the inflexion point

Figure 2. The ion group velocity λ′i when ε = 0.001, T = 100.

Note, in particular, the inflection point at r∗ and the fact that

λ′i attains its maximum at 0.

λ′i for an admissible set of parameters (ε = 10−3, T = 1, Cb = 6), with a zoom

on the region around r∗ where λi has an inflection point.

Lemma A.4. (i) The functions λi, λe, λb are smooth on [0,∞) and satisfy

λi(0) = 0, λ′′i (0) = 0, λ′′′i (0) ≈Cb,ε −1, λ′i(r) ≈Cb,ε 1 for any r ∈ [0,∞),

λe(0) =
√
ε−1 + 1, λ′e(0) = 0, λ′′e(r) ≈Cb,ε (1 + r2)−3/2 for any r ∈ [0,∞),

λb(0) =
√
ε−1 + 1, λ′b(0) = 0, λ′′b (r) ≈Cb,ε (1 + r2)−3/2 for any r ∈ [0,∞).

(A.5)
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In addition, there is a constant r∗ ∈ (T−1/2, 4T−1/2 + 4T−1/4) such that

λ′′i (r∗) = 0, |λ′′i (r)| ≈Cb,ε min(r, r−3) if |r − r∗| ≥ 2−D,

|λ′′′i (r)| ≈Cb,ε 1 if |r − r∗| ≤ 2−D/2.
(A.6)

Moreover,

r ≤ λi(r) ≤
»

(T + 1)(ε+ 1)r, r ≥ 0,

max(λσ(0),cσr) ≤ λσ(r) ≤ λσ(0) + cσr, σ ∈ {e, b}, r ≥ 0.
(A.7)

(ii) Letting hε(r) := ε−1/2
√

1 + Tr2, we have

(A.8) |Dρ
r (λe − hε)(r)| ≤

√
ε|Dρ

rhε(r)|, 0 ≤ ρ ≤ 2.

(iii) We have λi(r) = rqi(r) for some 1 ≤ qi(r) ≤
»

(1 + T )/(1 + ε),

qi(r)→ 1 as r → +∞ such that

(A.9) q′i(r) ≤ −
1

2

T 2r

[1 + T + Tr2]2
.

Moreover,

(A.10)

|λ′′i (r)| ≤ 8
√

2T and λ′′i (r) ≤ 10r−3 for r ≥ 4T−1/2 + 4T−1/4.

Proof of Lemma A.4. (i) Recall the assumptions (1.16), which are used

implicitly many times in this lemma. The claims in (A.5) and (A.7) are

straightforward consequences of the definitions. To prove (A.6), we use first

the formula
√
ελe(r)λi(r) = r

î
1 + T + Tr2

ó1/2
to see that one can extend λi(r) into a smooth odd function of r. Starting

from the relation

(A.11) λ2
i (r) =

1

2ε

î
1 + ε+ (T + ε)r2 −

√
u2 + 4ε

ó
, u = 1− ε+ (T − ε)r2,

and taking up to three derivatives, we find that

2λi(r)λ
′
i(r) =

T + ε

ε
r − T − ε

ε
ru(u2 + 4ε)−1/2,

2(λ′i(r))
2 + 2λi(r)λ

′′
i (r) =

T + ε

ε
− T − ε

ε
u(u2 + 4ε)−1/2

− 8(T − ε)2r2(u2 + 4ε)−3/2,

6λ′i(r)λ
′′
i (r) + 2λi(r)λ

(3)
i (r) = −24(T − ε)2r

[u2 + 4ε]
5
2

î
(1 + ε)2 − (T − ε)2r4

ó
:= A(r).

(A.12)
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In particular, λ′i > 0. Since λi is odd, its even derivatives vanish at 0. Dividing

by r and letting r → 0 in the first and third lines gives

(λ′i(0))2 = (1 + T )/(1 + ε), 8λ′i(0)λ
(3)
i (0) = −24(T − ε)2(1 + ε)−3.

Since λ′i(0) > 0, we see that λ′′i < 0 on some interval (0, δ). Let RA =»
(1 + ε)/(T − ε) be the positive root of A(r). We claim that λ′′i < 0 on

(0, RA). Indeed, we see from (A.12) that, on this interval, so long as λ′′i (r)≥
A(r)/(12λ′i(r)), λ

(3)
i <0 and λ′′i is decreasing. Hence λ′′i (RA)≤0. If λ′′i (RA) = 0,

using (A.12), we see that λ
(3)
i (RA) = 0 and RA is a single root for λ

(3)
i and a

double root for λ′′i . Dividing by r −RA and letting r → RA, we therefore find

that

2λi(RA)λ
(4)
i (RA) = lim

r→RA

A(r)

r −RA
> 0.

But then λ′′i (r) > 0 for some r < RA, a contradiction.

It is clear that the argument above can be made quantitative, and we

prove that

for any δ > 0, there is δ′ = δ′(δ, T, ε) > 0 such that λ′′i (r) ≤ −δ′ for

any r ∈ [δ,RA].

This suffices to prove the desired claim (A.6) for r ∈ [0, RA].

We now claim that λ′′i vanishes exactly once on (RA,+∞). Indeed, using

again (A.12), we see that if λ′′i (r∗) = 0, then

λ
(3)
i (r∗) = A(r∗)/(2λi(r∗)) > 0.

Let r∗∗ be the next zero of λ′′i . Since λ′′i ≥ 0 on (r∗, r∗∗), we have that

λ
(3)
i (r∗∗) ≤ 0. Plugging r = r∗∗ in the third line of (A.12) gives a contra-

diction. Finally, we remark that there exists such r∗ since we will show below

that λ′′i > 0 for r large enough.

Indeed, using the second equation in (A.12),

(A.13)

λi(r)λ
′′
i (r) = 1−(λ′i(r))

2 +
T − ε

2ε
[1−u(u2 +4ε)−1/2]−4(T −ε)2r2(u2 +4ε)−3/2.

Therefore, using (A.11) and (A.12) and letting v := (1− u(u2 + 4ε)−1/2)/(2ε),

(λi(r))
3λ′′i (r) = (λi(r))

2 − (λi(r))
2(λ′i(r))

2

+ (λi(r))
2(T − ε)v − 4(λi(r))

2(T − ε)2r2(u2 + 4ε)−3/2

= r2 + 1− v(u2 + 4ε)1/2 − r2(1 + (T − ε)v)2

+ (λi(r))
2(T − ε)v − 4(λi(r))

2(T − ε)2r2(u2 + 4ε)−3/2.
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Notice that v ≤ u−2 ≤ (T − ε)−2r−4, (u2 + 4ε)1/2 ≤ (T − ε)r2 + 1 + ε, and

(λi(r))
2 ∈ [r2, r2 + 1]. Therefore, if (T − ε)r2 ≥ 10(1 +

√
T ), then

(A.14) (λi(r))
3λ′′i (r) ∈ [1/10, 1],

and the desired conclusion (A.6) follows.

(ii) We calculate

h′ε(r) = ε−1/2Tr(1 + Tr2)−1/2, h′′ε(r) = ε−1/2T (1 + Tr2)−3/2.

Start from the formula

λ2
e(r) =

1

ε

ñ
1 + Tr2 +

√
u2 + 4ε− u

2

ô
where, as before, u = 1− ε+ (T − ε)r2. Therefore, λe(r) ≥ hε(r) and

(A.15) λe(r)− hε(r) =
λ2
e(r)− h2

ε(r)

λe(r) + hε(r)
≤
√
u2 + 4ε− u
4εhε(r)

≤ 1

2uhε(r)
.

The desired bound (A.8) follows for ρ = 0.

Using the formulas above, we also calculate

2λe(r)λ
′
e(r) =

2Tr

ε
− (T − ε)r

ε

√
u2 + 4ε− u√
u2 + 4ε

.

Therefore, λ′e(r) ≤ h′ε(r) and, using also (A.15),

(A.16)

h′ε(r)− λ′e(r) =
2hε(r)h

′
ε(r)− 2λe(r)λ

′
e(r) + 2h′ε(r)(λe(r)− hε(r))
2λe(r)

≤ 2Tr

u2λe
.

The desired bound (A.8) follows for ρ = 1.

Finally, we calculate

2λe(r)λ
′′
e(r) + 2(λ′e(r))

2 =
2T

ε
+ E,

where

E := −(T − ε)
ε

√
u2 + 4ε− u√
u2 + 4ε

+
8(T − ε)2r2

(u2 + 4ε)3/2
.

Therefore, using also (A.15) and (A.16),

|λ′′e(r)− h′′ε(r)| ≤
|E|+ 2|λe(r)− hε(r)|h′′ε(r) + 2|(h′ε(r))2 − (λ′e(r))

2|
2λe

≤ 20(T + 1)

u2λe
.

The desired bound (A.8) follows for ρ = 2.

(iii) Starting from the formula
√
ελe(r)λi(r) = r

√
1 + T + Tr2,
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we calculate

(A.17) qi(r) =

√
1 + T + Tr2

√
ελe

=
[
1− T

1 + T + Tr2
+

√
u2 + 4ε− u

2(1 + T + Tr2)

]−1/2

and, with v = (1− u(u2 + 4ε)−1/2)/(2ε) as before,

q′i(r) = −
[
1− T

1 + T + Tr2
+

√
u2 + 4ε− u

2(1 + T + Tr2)

]−3/2

·
[T 2r − Trεv

√
u2 + 4ε− (1 + T + Tr2)(T − ε)rεv

(1 + T + Tr2)2

]
.

This suffices to prove (A.9).

The second bound in (A.10) follows from (A.14). To prove the first bound

in (A.10), we notice that it follows from part (i) that there are two values

rmin ∈ (0, r∗) and rmax ∈ (r∗,∞) such that

λ′′i (r) ∈ [λ′′i (rmin), λ′′i (rmax)] for any r ∈ [0,∞).

Using the identity in the second line of (A.12), it follows that λi(r)λ
′′
i (r) ≤ 1

for any r ≥
»

(1 + ε)/(T − ε). Since rmax ≥ r∗ ≥
»

(1 + ε)/(T − ε), it follows

that

(A.18) λ′′i (rmax) ≤ 1/λi(rmax) ≤ 1/rmax ≤
√
T .

To estimate |λ′′i (rmin)|, we use (A.13) and the observation |λ′i(r)| ≤ qi(r) ≤»
(1 + T )/(1 + ε) to write

λi(r)λ
′′
i (r) ≥ 1− 1 + T

1 + ε
+
T − ε

2ε
[1− u(u2 + 4ε)−1/2]

− 4(T − ε)2r2(u2 + 4ε)−3/2

≥ T − ε
1 + ε

[
− 1 +

1 + ε

2ε
(1− u(u2 + 4ε)−1/2)

]
− 4(T − ε)3/2r

≥ −8(T − ε)3/2r.

Moreover, since λ
(3)
i (rmin) = 0 and λ′′i (rmin) ≤ 0, it follows from the identity in

the last line of (A.12) that rmin ≤ RA =
»

(1 + ε)/(T − ε). Therefore, using

also the fact that qi is decreasing on [0,∞) (see (A.9)) and the identity (A.17),

it follows that

−λ′′i (rmin) ≤ 8(T − ε)3/2rmin

λi(rmin)
≤ 8(T − ε)3/2

qi(RA)
≤ 8
√

2(T − ε).

The desired estimate in (A.10) follows using also (A.18). �

Lemma A.5. Assume ‖f‖Z ≤ 1, t ∈ R, (k, j) ∈ J , and let k̃ = min(k, 0)

and

fk,j := P[k−2,k+2][ϕ̃
(k)
j · Pkf ].
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(i) Then

(A.19) ‖fk,j‖L2 . (2αk + 210k)−1 · 22βk̃2−(1−β)j

and

(A.20) sup
ξ∈R3

∣∣∣Dρ
ξ
‘fk,j(ξ)∣∣∣ .|ρ| (2αk + 210k)−1 · 2−(1/2−β)k̃2|ρ|j .

Moreover, if k ≤ 0 and σ ∈ {e, b}, then

(A.21)
∥∥∥eitΛσfk,j∥∥∥

L∞
. 2(3/2−α)k2−(1+β)j(1 + 2−j |t|2k)−3/2+10β.

If k ≥ 0 and σ ∈ {e, b}, then

(A.22)
∥∥∥eitΛσfk,j∥∥∥

L∞
. 2−6k2−(1+β)j(1 + 2−j |t|)−3/2+10β.

With r∗ defined as in (A.6), let k∗ := log2 r∗. If k ≤ k∗ − 3 and σ = i,

then

(A.23)
∥∥∥eitΛσfk,j∥∥∥

L∞
. 2(3/2−α)k2−(1+β)j(1 + 2−j |t|22k/3)−3/2+10β.

If k ∈ [k∗ − 3, k∗ + 3] and σ = i, then

(A.24)
∥∥∥eitΛσfk,j∥∥∥

L∞
. 2−(1+β)j(1 + 2−j |t|)−5/4+10β.

If k ≥ k∗ + 3 and σ = i, then

(A.25)
∥∥∥eitΛσfk,j∥∥∥

L∞
. 2−6k2−(1+β)j(1 + 2−j |t|)−3/2+10β.

(ii) As a consequence,

(A.26)
∑

j≥max(−k,0)

‖fk,j‖L2 . min(2(1+β−α)k, 2−10k)

and,11 for any σ ∈ {i, e, b},

(A.27)
∑

j≥max(−k,0)

∥∥∥eitΛσfk,j∥∥∥
L∞
. min(2(1/2−β−α)k, 2−6k)(1 + |t|)−1−β.

Proof of Lemma A.5. We start by decomposing, as in (4.6)–(4.8),

ϕ̃
(k)
j · Pkf = (2αk + 210k)−1(g1,j + g2,j),

g1,j = g1,j · ϕ̃(k)
[j−2,j+2], g2,j = g2,j · ϕ̃(k)

[j−2,j+2],
(A.28)

such that

(A.29) 2(1+β)j‖g1,j‖L2 + 2(1/2−β)k̃‖ĝ1,j‖L∞ . 1,

11In many places we will be able to use the simpler bound (A.27), instead of the more

precise bounds (A.21)–(A.25).
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and

(A.30)

2(1−β)j‖g2,j‖L2 + ‖ĝ2,j‖L∞ + 2γj sup
R∈[2−j ,2k], ξ0∈R3

R−2‖ĝ2,j‖L1(B(ξ0,R)) . 2−10|k|.

The bound (A.19) follows easily.

To prove (A.20) we use the formulas in (A.28) to write, for µ = 1, 2,‘gµ,j(ξ) = c

∫
R3
‘gµ,j(η)F(ϕ̃

(k)
[j−2,j+2])(ξ − η) dη.

Therefore,

(A.31) Dρ
ξ‘gµ,j(ξ) = c

∫
R3
‘gµ,j(η)F(xρ · ϕ̃(k)

[j−2,j+2])(ξ − η) dη.

The desired bounds (A.20) follow using the bounds ‖‘gµ,j‖L∞ . 2−(1/2−β)k̃; see

(A.29)–(A.30).

We consider now the L∞ bounds (A.21)–(A.25). Using (A.28)–(A.30), we

have

‖‘fk,j‖L1(B(ξ0,R)) . (2αk + 210k)−1 min(R32−(1/2−β)k̃, R3/22−(1+β)j)

for any ξ0 ∈ R3 and R ≤ 2k. Therefore, for any k ∈ Z and σ ∈ {i, e, b},

(A.32)
∥∥∥eitΛσfk,j∥∥∥

L∞
. (2αk + 210k)−1 · 23k/22−(1+β)j .

Step 1. We consider first the simplest case

(A.33) σ ∈ {e, b}, k ≤ 0, |t| ≥ 2j−k+D

and prove that, for any x ∈ R3,

(A.34)∣∣∣∣ ∫
R3
eix·ξeitΛσ(ξ)‘fk,j(ξ) dξ∣∣∣∣ . 2(3/2−α)k2−(1+β)jρ

3/2−10β
1 , ρ1 := 2j−k|t|−1.

The bound (A.21) would clearly follow from (A.32) and (A.34). Using the

decomposition (A.28), it suffices to prove that, for µ ∈ {1, 2},∥∥∥gµ,j ∗Kσ
k,t

∥∥∥
L∞
. 23k/22−(1+β)jρ

3/2−10β
1 ,

Kσ
k,t(x) :=

∫
R3
eix·ξeitΛσ(ξ)ϕ[k−2,k+2](ξ) dξ.

(A.35)

Recall that the kernel of the operator on R3 defined by the radial multiplier

ξ → p(|ξ|) is

(A.36) K(x) = c

∫ ∞
0

p(s)s2 e
is|x| − e−is|x|

s|x|
ds.

We show that

(A.37) ‖Kσ
k,t‖L∞ . |t|−3/2.
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In view of (A.36) it suffices to prove that

(A.38)

∣∣∣∣ ∫ ∞
0

s2ϕ1
[k−2,k+2](s)e

itλσ(s) e
isr − e−isr

sr
ds

∣∣∣∣ . |t|−3/2

for any r ∈ (0,∞). Recall the assumption (A.33); in particular, |t| ≥ 2D−2k.

Since λ′σ(s) ≈ min(s, 1) (see (A.5)), the bound (A.38) follows by integration by

parts unless r ≈ |t|2k. On the other hand, if r ≈ |t|2k then the bound (A.38)

follows by stationary phase, using λ′′σ(s) ≈ (1 + s2)−3/2; see (A.5).

In view of (A.37) and the assumptions (A.28)–(A.30), it follows that∥∥∥g1,j ∗Kσ
k,t

∥∥∥
L∞
. ‖g1,j‖L1‖Kσ

k,t‖L∞ . 23j/22−(1+β)j |t|−3/2 . 23k/22−(1+β)jρ
3/2
1

and∥∥∥g2,j ∗Kσ
k,t

∥∥∥
L∞
. ‖g2,j‖L1‖Kσ

k,t‖L∞

. 23j/22−(1−β)j22βk|t|−3/2 . 23k/22−(1+β)jρ
3/2
1 22β(j+k).

The bounds (A.35) follow if µ = 1 or if µ = 2 and 2j+k ≤ ρ−5
1 . On the other

hand, if µ = 2 and 2j+k ≥ ρ−5
1 then, using the L1 bounds on ĝ2,j in (A.30),∥∥∥g2,j ∗Kσ

k,t

∥∥∥
L∞
.
∥∥∥ĝ2,j

∥∥∥
L1
. 23k/22−(1+β)j2−(γ−β−1)(j+k)

. 23k/22−(1+β)jρ
5(γ−β−1)
1 ,

which suffices to prove (A.35) in this case as well.

Step 2. We consider now the case

(A.39) σ ∈ {e, b}, k ≥ 0, |t| ≥ 2j+k+D

and prove that, for any x ∈ R3,

(A.40)

∣∣∣∣ ∫
R3
eix·ξeitΛσ(ξ)‘fk,j(ξ) dξ∣∣∣∣ . 2−6k2−(1+β)jρ

3/2−10β
2 , ρ2 := 2j |t|−1.

The bound (A.22) would clearly follow from (A.32) and (A.40). Using the

decomposition (A.28), it suffices to prove that, for µ ∈ {1, 2},

(A.41)
∥∥∥gµ,j ∗Kσ

k,t

∥∥∥
L∞
. 24k2−(1+β)jρ

3/2−10β
2 ,

where Kσ
k,t is defined as in (A.35).

As before, we show that

(A.42) ‖Kσ
k,t‖L∞ . |t|−3/223k.

In view of (A.36), it suffices to prove that

(A.43)

∣∣∣∣ ∫ ∞
0

s2ϕ1
[k−2,k+2](s)e

itλσ(s) e
isr − e−isr

sr
ds

∣∣∣∣ . |t|−3/223k

for any r ∈ (0,∞). Recall the assumption (A.39), in particular, |t| ≥ 2D+k.

Since λ′σ(s) ≈ min(s, 1) (see (A.5)), the bound (A.43) follows by integration
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by parts unless r ≈ |t|. On the other hand, if r ≈ |t|, then the bound (A.43)

follows by stationary phase, using λ′′σ(s) ≈ (1 + s2)−3/2; see (A.5).

In view of (A.42) and the assumptions (A.28)–(A.30), it follows that∥∥∥g1,j ∗Kσ
k,t

∥∥∥
L∞
. ‖g1,j‖L1‖Kσ

k,t‖L∞ . 23j/22−(1+β)j23k|t|−3/2. 23k2−(1+β)jρ
3/2
2

and ∥∥∥g2,j ∗Kσ
k,t

∥∥∥
L∞
. ‖g2,j‖L1‖Kσ

k,t‖L∞ . 23j/22−(1−β)j23k|t|−3/2

. 23k2−(1+β)jρ
3/2
2 22βj .

The bounds (A.41) follow if µ = 1 or if µ = 2 and 2j ≤ ρ−5
2 . On the other

hand, if µ = 2 and 2j ≥ ρ−5
2 then, using the L1 bounds on ĝ2,j in (A.30),∥∥∥g2,j ∗Kσ

k,t

∥∥∥
L∞
.
∥∥∥ĝ2,j

∥∥∥
L1
. 2−(1+β)j2−(γ−β−1)j . 2−(1+β)jρ

5(γ−β−1)
2 ,

which suffices to prove (A.41) in this case as well.

An identical argument shows that

(A.44) if k ≥ k∗ + 3, |t| ≥ 2j+k+D

then, for any x ∈ R3,

(A.45)

∣∣∣∣ ∫
R3
eix·ξeitΛi(ξ)‘fk,j(ξ) dξ∣∣∣∣ . 2−6k2−(1+β)j(2j/|t|)3/2−10β.

The bound (A.25) clearly follows from (A.32) and (A.45).

Step 3. We consider now the case

(A.46) k ≤ k∗ − 3, |t| ≥ 2j−2k/3+D

and prove that, for any x ∈ R3,

(A.47)∣∣∣∣ ∫
R3
eix·ξeitΛi(ξ)‘fk,j(ξ) dξ∣∣∣∣ . 2(3/2−α)k2−(1+β)jρ

3/2−10β
3 , ρ3 := 2j−2k/3|t|−1.

The bound (A.23) would clearly follow from (A.32) and (A.47). Using the

decomposition (A.28), it suffices to prove that, for µ ∈ {1, 2},∥∥∥gµ,j ∗Ki
k,t

∥∥∥
L∞
. 23k/22−(1+β)jρ

3/2−10β
3 ,

Ki
k,t(x) :=

∫
R3
eix·ξeitΛi(ξ)ϕ[k−2,k+2](ξ) dξ.

(A.48)

As before, we show that

(A.49) ‖Ki
k,t‖L∞ . 2k/2|t|−3/2.

In view of (A.36), it suffices to prove that

(A.50)

∣∣∣∣ ∫ ∞
0

s2ϕ1
[k−2,k+2](s)e

itλi(s)
eisr − e−isr

sr
ds

∣∣∣∣ . 2k/2|t|−3/2
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for any r ∈ (0,∞). Recall the assumption (A.33); in particular, |t| ≥ 2D−5k/3.

Since λ′i(s) ≈ 1 (see (A.5)), the bound (A.50) follows by integration by parts

unless r ≈ |t|. On the other hand, if r ≈ |t|, then the bound (A.50) follows by

stationary phase, using λ′′σ(s) ≈ s; see (A.6).

As before, we can now prove (A.48). Using (A.37) and (A.28)–(A.30), it

follows that∥∥∥g1,j ∗Ki
k,t

∥∥∥
L∞
. ‖g1,j‖L1‖Ki

k,t‖L∞ . 23j/22−(1+β)j2k/2|t|−3/2

. 23k/22−(1+β)jρ
3/2
3

and ∥∥∥g2,j ∗Ki
k,t

∥∥∥
L∞
. ‖g2,j‖L1‖Ki

k,t‖L∞ . 23j/22−(1−β)j22βk2k/2|t|−3/2

. 23k/22−(1+β)jρ
3/2
3 22β(j+k).

The bounds (A.48) follow if µ = 1 or if µ = 2 and 2j+k ≤ ρ−5
3 . On the other

hand, if µ = 2 and 2j+k ≥ ρ−5
3 then, using the L1 bounds on ĝ2,j in (A.30),∥∥∥g2,j ∗Ki

k,t

∥∥∥
L∞
.
∥∥∥ĝ2,j

∥∥∥
L1
. 23k/22−(1+β)j2−(γ−β−1)(j+k)

. 23k/22−(1+β)jρ
5(γ−β−1)
3 ,

which suffices to prove (A.48) in this case as well.

Step 4. Finally, we consider the case

(A.51) k ∈ [k∗ − 3, k∗ + 3], |t| ≥ 2j+4D

and prove that, for any x ∈ R3,

(A.52)

∣∣∣∣ ∫
R3
eix·ξeitΛi(ξ)‘fk,j(ξ) dξ∣∣∣∣ . 2−(1+β)jρ

5/4−10β
2 , ρ2 = 2j |t|−1.

The bound (A.24) would clearly follow from (A.32) and (A.52).

Using the decomposition (A.28)–(A.30), it suffices to prove that, for µ ∈
{1, 2} and x ∈ R3,

(A.53)∣∣∣∣ ∫
R3
eix·ξeitΛi(ξ)ϕ[k−2,k+2](ξ)

î
1−ϕ[(|ξ|−r∗)/ρ1/2

2 ]
ó‘gµ,j(ξ) dξ∣∣∣∣.2−(1+β)jρ

5/4−10β
2

and

(A.54)

∣∣∣∣ ∫
R3
eix·ξeitΛi(ξ)ϕ[(|ξ| − r∗)/ρ1/2

2 ]‘gµ,j(ξ) dξ∣∣∣∣ . 2−(1+β)jρ
5/4−10β
2 .

Letting

Kk,t;δ(x) :=

∫
R3
eix·ξeitΛi(ξ)ϕ[k−2,k+2](ξ)

î
1− ϕ[(|ξ| − r∗)/δ]

ó
dξ

and arguing as in the proof of (A.49), it is easy to see that

(A.55) ‖Kk,t;δ‖L∞ . |t|−3/2δ−1/2
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provided that δ ∈ [|t|−1/2, 2−D]. As before, this suffices to prove the bounds

(A.53).

To prove (A.54), we may assume, without loss of generality, that x/t =

(−z1, 0, 0) for some z1 ∈ [0,∞). The formula (A.31) together with the bounds

in (A.29) and (A.30) show that

2(1+β)j‖Dρ
ξ ĝ1,j(ξ)‖L2 + ‖Dρ

ξ ĝ1,j(ξ)‖L∞ . 2|ρ|j ,

2(1−β)j‖Dρ
ξ ĝ2,j(ξ)‖L2 + ‖Dρ

ξ ĝ2,j(ξ)‖L∞

+ 2γj sup
R∈[2−j ,1], ξ0∈R3

R−2‖Dρ
ξ ĝ2,j(ξ)‖L1(B(ξ0,R)) . 2|ρ|j .

(A.56)

With ξ = (ξ1, ξ2, ξ3) = (ξ1, ξ
′) and l ∈ Z ∩ (−∞, D/10], we define

Iµ≤l :=

∫
R3
ϕ(|ξ′|/2l)eit(Λi(ξ)−z1ξ1)ϕ[(|ξ| − r∗)/ρ1/2

2 ]‘gµ,j(ξ) dξ,
Iµl := Iµ≤l − I

µ
≤l−1.

We fix l0 ∈ Z such that

2l0 ≤ ρ2 + |t|−1/2 ≤ 2l0+1.

We use (A.56) with |ρ| = 0 to estimate, if 2j ≥ |t|1/2,

|I1
≤l0 | . 2l0ρ

1/4
2 ‖ĝ1,j‖L2 . 2−(1+β)j2l0ρ

1/4
2 ,

|I2
≤l0 | .

ρ
1/2
2

2l0
· 22l02−γj . 2−(1+β)j2l0ρ

1/2
2 .

On the other hand, if 2j ≤ |t|1/2, then

|I1
≤l0 |+ |I

2
≤l0 | . 22l0ρ

1/2
2 (‖ĝ1,j‖L∞ + ‖ĝ2,j‖L∞) . 22l0ρ

1/2
2 .

Therefore, in both cases,

(A.57) |I1
≤l0 |+ |I

2
≤l0 | . 2−(1+β)jρ

5/4
2 .

To estimate |Iµl | for l ≥ l0+1, we integrate by parts in ξ′, using Lemma A.2

with K ≈ |t|2l and ε−1 ≈ 2j + 2−l + 2lρ
−1/2
2 . Arguing as before, we estimate,

if 2j = max(2j , 2−l, 2lρ
−1/2
2 ),

|I1
l | . 22j/(|t|222l) · 2lρ1/4

2 2−(1+β)j . ρ5/4
2 2−(1+β)j · ρ22−l,

|I2
l | . 22j/(|t|222l) · 2l(2l + ρ

1/2
2 )2−γj . 2−γjρ2

2 + ρ
3/2
2 2−(1+β)j · ρ22−l.

On the other hand, if 2−l = max(2j , 2−l, 2lρ
−1/2
2 ), then

|I1
l |+ |I2

l | . 2−2l/(|t|222l) · 22lρ
1/2
2 . 2−2l|t|−2ρ

1/2
2 .

Finally, if 2lρ
−1/2
2 = max(2j , 2−l, 2lρ

−1/2
2 ), then

|I1
l |+ |I2

l | . (22lρ−1
2 )/(|t|222l) · 22lρ

1/2
2 . 22l|t|−2ρ

−1/2
2 .



482 YAN GUO, ALEXANDRU D. IONESCU, and BENOIT PAUSADER

Therefore,

(A.58)
∑

l≥l0+1

|I1
l |+ |I2

l | . 2−(1+β)jρ
5/4
2 .

The desired bound (A.54) follows from (A.57) and (A.58). �

Our last lemma in this section is a bilinear estimate. Recall the operators

Qσ;µ,ν
s defined in (5.4),

F [Qσ;µ,ν
s (f, g)](ξ) =

∫
R3
eis[Λσ(ξ)−Λ̃µ(ξ−η)−Λ̃ν(η)]mσ;µ,ν(ξ, η)f̂(ξ − η)ĝ(η) dη.

Lemma A.6. Assume s ∈ R, σ ∈ {i, e, b}, µ, ν ∈ I0, and

(A.59) ‖f‖Z∩HN0 ≤ 1, ‖g‖Z∩HN0 ≤ 1.

Then, for any k′ ∈ Z,

(A.60) ‖Pk′Qσ;µ,ν
s (f, g)‖L2 . 2k

′
σ min[(1 + s)−1−β, 23k′/2] ·min[1, 2−(N0−5)k′ ].

Moreover,

(A.61) if 2k
′ ∈ [2−D, 2D] and σ ∈ {e, b} or 2k

′ ∈ (0, 2D] and σ = i,

then

(A.62) ‖FPk′Qσ;µ,ν
s (f, g)‖L∞ . (1 + s)−1+β/102−k

′
.

Proof of Lemma A.6. Clearly, the left-hand side of (A.60) is dominated

by

C
∑

k1,k2∈Z

∥∥∥∥ϕk′(ξ)∫
R3
e−is[Λ̃µ(ξ−η)+Λ̃ν(η)]mσ;µ,ν(ξ, η)’Pk1f(ξ−η, s)’Pk2g(η, s) dη

∥∥∥∥
L2
ξ

.

(A.63)

Using (A.26)–(A.27) and the assumption (A.59),

‖Pk′′f‖L2 + ‖Pk′′g‖L2 . min(2(1+β−α)k′′ , 2−N0k′′),

‖e−isΛ̃µPk′′f‖L∞ + ‖e−isΛ̃νPk′′g‖L∞ . min(2(1/2−β−α)k′′ , 2−6k′′)(1 + s)−1−β

(A.64)

for any k′′ ∈ Z. Using (A.64) and the description of the symbols mσ;µ,ν in

Lemma 3.3, the expression in (A.63) is dominated by

C2k
′
σ

∑
k1,k2∈Z, k1≤k2, k′≤k2+4

min(2(1+β−α)k2 , 2−(N0−2)k2)

·min(2(1/2−β−α)k1 , 2−6k1)(1 + s)−1−β

. 2k
′
σ(1 + s)−1−β min(1, 2−(N0−5)k′).
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Moreover, if k′ ≤ 0, we use again (A.64) and Lemma 3.3 to estimate the

expression in (A.63) by

C
∑

k1,k2∈Z
23k′/2

∥∥∥∥ ∫
R3
e−is[Λ̃µ(ξ−η)+Λ̃ν(η)]mσ;µ,ν(ξ, η)’Pk1f(ξ − η, s)’Pk2g(η, s) dη

∥∥∥∥
L∞
ξ

. 23k′/22k
′
σ
∑

k1,k2∈Z
min(2(1+β−α)k1 , 2−(N0−2)k1) ·min(2(1+β−α)k2 , 2−(N0−2)k2)

. 23k′/22k
′
σ .

The desired bound (A.60) follows.

To prove (A.62) we use first Lemma 3.3 and Lemma A.1 and decompose

the functions f, g in suitable atoms. It suffices to prove that if

(A.65) ‖h1‖Z∩HN0 + ‖h2‖Z∩HN0 ≤ 1,

and we decompose

hi =
∑

(ki,ji)∈J
hiki,ji , hiki,ji := P[ki−2,ki+2](ϕ̃

(ki)
ji
· Pkihi), i = 1, 2,

then

∑
(k1,j1),(k2,j2)∈J

2k
′
∣∣∣∣ϕk′(ξ) ∫

R3
eis[Λσ(ξ)−Λ̃µ(ξ−η)−Λ̃ν(η)]’h1

k1,j1
(ξ − η)’h2

k2,j2
(η) dη

∣∣∣∣
. (1 + s)−1+β/102−k

′

(A.66)

for any ξ ∈ R3, µ, ν ∈ I0, s ∈ R, and k′, σ as in (A.61).

We use first only the L2 bounds

‖h1
k1,j1‖L2 . min(2−N0k1 , 2(2β−α)‹k12−(1−β)j1),

‖h2
k2,j2‖L2 . min(2−N0k2 , 2(2β−α)‹k22−(1−β)j2);

(A.67)

see (A.65) and (A.19). The full bound (A.66) follows easily if s1−β/10 ≤
2D

2
2−2k′ . Assuming s1−β/10 ≥ 2D

2
2−2k′ , we estimate easily∑

((k1,j1),(k2,j2))∈J1

2k
′
∣∣∣∣ϕk′(ξ) ∫

R3
eis[Λσ(ξ)−Λ̃µ(ξ−η)−Λ̃ν(η)]’h1

k1,j1
(ξ − η)’h2

k2,j2
(η) dη

∣∣∣∣
. s−12−k

′
,

where

J1 := {((k1, j1), (k2, j2)) ∈ J × J : 2max(k1,k2) ≥ s2/N0

or 2max(j1,j2) ≥ s1+4β2k
′}.
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Let

J2 := {((k1, j1), (k2, j2)) ∈ J × J : 2max(k1,k2) ≤ s2/N0

and 2max(j1,j2) ≤ s1+4β2k
′},

and notice that J2 has at most C(ln s)4 elements. Therefore, for (A.66) it

suffices to prove that

(A.68)

∣∣∣∣ϕk′(ξ) ∫
R3
e−is[Λ̃µ(ξ−η)+Λ̃ν(η)]’h1

k1,j1
(ξ−η)’h2

k2,j2
(η) dη

∣∣∣∣ . 2−2k′s−1+β/11,

provided that ξ ∈ R3, µ, ν ∈ I0, k′ ∈ Z ∩ (−∞, D], s1−β/10 ≥ 2D
2
2−2k′ , and

((k1, j1), (k2, j2)) ∈ J2.

Assume first that

(A.69) 2max(j1,j2) ≥ 2−D
2
s1−β/112k

′
.

Without loss of generality, in proving (A.68) we may assume that j1 ≤ j2.

Then, using (4.6), (4.9) and the assumption (A.65), we have

(A.70) ‖’h2
k2,j2
‖L1 . 2−(1+β)j223k2/2(2αk2 + 210k2)−1.

Using (A.20), ‖’h1
k1,j1
‖L∞ . 2−‹k1/2. Using also (A.67), we estimate the left-

hand side of (A.68) by

C min(‖’h1
k1,j1
‖L∞‖’h2

k2,j2
‖L1 , ‖’h1

k1,j1
‖L2‖’h2

k2,j2
‖L2)

. min(2−
‹k1/22−(1+β)j2 , 2

‹k1(1+β−α)2−(1−β)j2) . 2−j2 .

The desired bound (A.68) follows if we assume (A.69).

Assume now that

(A.71) 22 min(k1,k2) ≤ 2D
2
2−2k′s−1+β/11.

Without loss of generality, in proving (A.68) we may assume that k2 ≤ k1.

Then, using (A.70) we estimate the left-hand side of (A.68) by

C‖’h1
k1,j1
‖L∞‖’h2

k2,j2
‖L1 . 2−k1/225k2/2 . 22k2 ,

as desired

Finally, it remains to prove (A.68) assuming that

(A.72)

2max(j1,j2) ≤ 2−D
2
s1−β/112k

′
and 22 min(k1,k2) ≥ 2D

2
2−2k′s−1+β/11.

In this case we would like to integrate by parts in η to estimate the integral in

(A.68). Using the bounds (A.1) and (A.20),

(A.73)∣∣∣∣ ∫
R3

[1− ϕ≤0(δ−1Ξµ,ν(ξ, η))]e−is[Λ̃µ(ξ−η)+Λ̃ν(η)]’h1
k1,j1

(ξ − η)’h2
k2,j2

(η) dη

∣∣∣∣ . s−2
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as long as

(A.74) δ ∈ (0, 1], sδ ≥ sβ2
2max(j1,j2), sδ ≥ sβ2

δ−12−min(k1,k2,0).

Therefore, letting

D(ξ, δ) := {η ∈ R3 : |η| ∈ [2k2−4, 2k2+4],

|ξ − η| ∈ [2k1−4, 2k1+4], |Ξµ,ν(ξ, η)| ≤ 2δ},
(A.75)

for (A.68) it remains to prove that, for some δ satisfying (A.74),

(A.76)

∣∣∣∣ϕk′(ξ) ∫
R3

1D(ξ,δ)(η)
∣∣∣’h1
k1,j1

(ξ − η)
∣∣∣ ∣∣∣’h2

k2,j2
(η)
∣∣∣ dη∣∣∣∣ . 2−2k′s−1+β/11,

provided that ξ ∈ R3, µ, ν ∈ I0, k′ ∈ Z ∩ (−∞, D], and ((k1, j1), (k2, j2)) ∈ J2

satisfies (A.72). Without loss of generality, we may assume that k2 ≤ k1.

We examine now the sets D(ξ, δ) defined in (A.75). Assume that µ =

(σ1ι1), ν = (σ2ι2), σ1, σ2 ∈ {i, e, b}, ι1, ι2 ∈ {+,−}. Notice that

Ξµ,ν(ξ, η) = −ι1
λ′σ1(|η − ξ|)
|η − ξ|

(η − ξ)− ι2
λ′σ2(|η|)
|η|

η = A(η − ξ) +Bη,

where

A := −ι1
λ′σ1(|η − ξ|)
|η − ξ|

, B := −ι2
λ′σ2(|η|)
|η|

.

In view of Lemma A.4(i), we have min(|A|, |B|) &Cb,ε 2−max(k1,0). Letting

ξ = se, e ∈ S2, s ∈ [2k
′−2, 2k

′+2], and η = re + η′, r ∈ R, η′ · e = 0, and

assuming η ∈ D(ξ, δ), it follows that

|(A+B)η′| ≤ 2δ, |(A+B)r −As| ≤ 2δ.

We let δ := max(sβ
2−12max(j1,j2), s(β2−1)/22−min(k2,0)/2), such that (A.74) is

satisfied. In view of (A.72), it follows that |(A + B)r| &Cb,ε 2−max(k1,0)2k
′
,

therefore |A+B| &Cb,ε 2−max(k1,0)2k
′
2−k2 . This shows that

|η′| . 2max(k1,0)2−k
′
2k2δ.

In other words, we proved that if ξ = se, e ∈ S2, s ∈ [2k
′−2, 2k

′+2], then

D(ξ, δ) ⊆ {η = re+ η′ ∈ R3 : |r|+ |η′|2 ≤ 2k2+4,

η′ · e = 0, |η′| . 2max(k1,0)2−k
′
2k2δ}.

(A.77)

Using (A.77) and the L∞ bounds ‖’h1
k1,j1
‖L∞ . 2−k1/2, ‖’h2

k2,j2
‖L∞ .

2−k2/2, we can bound the left-hand side of (A.76) by

C2−k1/22−k2/2 · (2max(k1,0)2−k
′
2k2δ)22k2 . 22 min(k2,0)δ22−2k′s8/N0 .
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This suffices to prove (A.76) if 2max(j1,j2)2min(k2,0) ≤ s1/2. On the other hand,

if j1 ≤ j2 and 2j22min(k2,0) ≥ s1/2, then we estimate the left-hand side of (A.76)

by

C2−k1/2‖1D(ξ,δ)(η) ·’h2
k2,j2

(η)‖L1
η
. 2−k1/2 · 2k2/22max(k1,0)2−k

′
2k2δ · 2−j2

. 2−k
′
s−1+β/11,

which also suffices to prove (A.76). Finally, if j1 ≥ j2 and 2j12min(k2,0) ≥ s1/2,

then we estimate the left-hand side of (A.76) by

C2−k2/2‖1D(ξ,δ)(η) ·’h1
k1,j1

(ξ − η)‖L1
η
. 2−k2/2 · 2k2/22max(k1,0)2−k

′
2k2δ · 2−j1

. 2−k
′
s−1+β/11,

which also suffices to prove (A.76). This completes the proof of the lemma. �

Appendix B. Classification of resonances

We define the order i < e < b. Recall that we introduced a large number

D � (ε−1 +Cb)
10, depending only on ε and Cb. For σ ∈ {i, e, b} and µ, ν ∈ I0

(see definition (3.21)),

(B.1) µ = (σ1ι1), ν = (σ2ι2), σ1, σ2 ∈ {i, e, b}, ι1, ι2 ∈ {+,−}.

Recall the definitions of the smooth functions Λσ : R3 → (0,∞), Φσ;µ,ν :

R3 × R3 → R and Ξµ,ν : R3 × R3 → R3,

Φσ;µ,ν(ξ, η) = Λσ(ξ)− ι1Λσ1(ξ − η)− ι2Λσ2(η),

Ξµ,ν(ξ, η) = (∇ηΦσ;µ,ν)(ξ, η) = −ι1∇Λσ1(η − ξ)− ι2∇Λσ2(η).
(B.2)

In this subsection we prove several lemmas describing the structure of almost

resonant sets, which are the sets where both |Φσ;µ,ν(ξ, η)| and |Ξµ,ν(ξ, η)| are

small. Recall the sets

Lσ;µ,ν
k,k1,k2;δ1,δ2

= {(ξ, η) ∈R3 × R3 : |ξ| ∈ [2k−4, 2k+4], |ξ − η| ∈ [2k1−4, 2k1+4],

|η| ∈ [2k2−4, 2k2+4], |Ξµ,ν(ξ, η)| ≤ δ1, |Φσ;µ,ν(ξ, η)| ≤ δ2}

(B.3)

defined for σ ∈ {i, e, b}, µ, ν ∈ I0, k, k1, k2 ∈ Z, δ1, δ2 ∈ (0,∞). We define also

Lk,k1,k2 := {(ξ, η) ∈ R3 × R3 : |ξ| ∈ [2k−4, 2k+4],

|ξ − η| ∈ [2k1−4, 2k1+4], |η| ∈ [2k2−4, 2k2+4]}.

Given a phase Φσ;µ,ν and a set of phases T , we denote Φσ;µ,ν ∈∈ T if

either Φσ;µ,ν ∈ T or Φσ;ν,µ ∈ T , and Φσµ,ν /∈/∈ T if neither possibility holds.
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We show first that some phases do not contribute in the analysis of res-

onant interactions. We define the 39 strongly elliptic phases (which do not

vanish in R3 × R3),

TSell := {Φi;i+,e+,Φi,i+,e−,Φi;i+,b+,Φi;i+,b−,Φi,i−,e−,Φi;i−,b−,Φi,e+,e+,

Φi;e+,b+,Φi,e−,e−,Φi;e−,b−,Φi;b+,b+,Φi;b−,b−,Φe;i+,i−,Φe;i+,e−,

Φe;i+,b−,Φe;i−,i−,Φe;i−,e−,Φe;i−,b−,Φe;e+,e+,Φe;e+,e−Φe;e+,b+,

Φe;e+,b−,Φe;e−,e−,Φe;e−,b−,Φe;b+,b+,Φe;b−,b−,Φb;i+,i−,Φb;i+,e−,

Φb;i+,b−,Φb;i−,i−,Φb;i−,e−,Φb;i−,b−,Φb;e+,e−,Φb;e+,b−,Φb;e−,e−,

Φb;e−,b−,Φb;b+,b+,Φb;b+,b−,Φb;b−,b−}.

We define four additional nonresonant phases (for which |Φσ;µ,ν | + |∇ηΦσ;µ,ν |
does not vanish in R3 × R3):

TNR = {Φe;i+,i+,Φe;b+,b−,Φb;i+,i+,Φb;i−,e+}.

Lemma B.1. Assume that Φσ;µ,ν ∈∈ TSell ∪ TNR. If

δ1 ≤ 2−D2−4 max(k1,k2,0), δ2 ≤ 2−D2−max(k1,k2,0),

then Lσ;µ,ν
k,k1,k2;δ1,δ2

= ∅.

Proof of Lemma B.1. We claim that if Φσ;µ,ν ∈∈ TSell, then we have

(B.4) |Φσ;µ,ν(ξ, η)| &ε,Cb 2−max(k1,k2,0).

This would clearly suffice to prove the claim for the strongly elliptic phases.

If (ι1, ι2) = (−,−), the proof of (B.4) is a direct consequence of the fact

that λb ≥ λe ≥ 1. To deal with the remaining 22 phases in TSell we observe

that, as a consequence of Lemma A.4, we have, for any r ∈ [0,∞),

(B.5)

r ≤ λi(r) ≤ λe(r) ≤ λb(r), λb(r)− λe(r) &ε,Cb r, λe(r)− λi(r) &ε,Cb 1 + r.

In addition, for any r1, r2 ∈ [0,∞),

λi(r1) + λi(r2)− λi(r1 + r2) ≥ 0,

λe(r1) + λe(r2)− λe(r1 + r2) &ε,Cb (1 + min(r1, r2))−1,

λb(r1) + λb(r2)− λb(r1 + r2) &ε,Cb (1 + min(r1, r2))−1.

(B.6)

Indeed, the first bound in (B.6) follows from the formula λi(r) = rqi(r) in

Lemma A.4 and the fact that qi is decreasing. For the second bound in (B.6),

we use the fact that the function r → λe(r)−hε(r) is nonnegative and decreas-

ing on [0,∞) (see (A.15)), and therefore

λe(r1) + λe(r2)− λe(r1 + r2) ≥ hε(r1) + hε(r2)− hε(r1 + r2)

&ε,Cb (1 + min(r1, r2))−1.
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The third bound follows directly from the definition.

Using (B.5), (B.6), and the monotonicity of the functions λi, λe, λb on

[0,∞), we can now prove lower bounds for the absolute values of the 22 phases

in TSell. If (ι1, ι2) = (+,+) and ρ, τ ∈ {e, b}, then

−Φi;i+,τ+(ξ, η) = [−Λi(ξ) + Λi(ξ − η) + Λi(η)] + [Λτ (η)− Λi(η)] &ε,Cb 1,

−Φi;ρ+,τ+(ξ, η) = [−Λi(ξ) + Λi(ξ − η) + Λi(η)]

+ [Λρ(ξ − η)− Λi(ξ − η)] + [Λτ (η)− Λi(η)] &ε,Cb 1,

−Φe;ρ+,τ+(ξ, η) = [−Λe(ξ) + Λe(ξ − η) + Λe(η)]

+ [Λρ(ξ − η)− Λe(ξ − η)] + [Λτ (η)− Λe(η)]

&ε,Cb 2−max(k1,k2,0),

−Φb;b+,b+(ξ, η) = −Λb(ξ) + Λb(ξ − η) + Λb(η) &ε,Cb 2−max(k1,k2,0).

On the other hand, if (ι1, ι2) = (+,−) and ρ, τ ∈ {e, b}, then

Φi;i+,τ−(ξ, η) = [Λi(ξ)− Λi(ξ − η) + Λi(η)] + [Λτ (η)− Λi(η)] &ε,Cb 1,

Φρ;i+,i−(ξ, η) = [Λi(ξ)− Λi(ξ − η) + Λi(η)] + [Λρ(ξ)− Λi(ξ)] &ε,Cb 1,

Φρ;i+,τ−(ξ, η) = [Λi(ξ)− Λi(ξ − η) + Λi(η)]

+ [Λρ(ξ)− Λi(ξ)] + [Λτ (η)− Λi(η)] &ε,Cb 1,

Φρ;e+,τ−(ξ, η) = [Λe(ξ)− Λe(ξ − η) + Λe(η)]

+ [Λρ(ξ)− Λe(ξ)] + [Λτ (η)− Λe(η)] &ε,Cb 2−max(k1,k2,0),

Φb;b+,b−(ξ, η) = [Λb(ξ)− Λb(ξ − η) + Λb(η)] &ε,Cb 2−max(k1,k2,0).

The desired lower bound (B.4) follows for all phases Φσ;µ,ν ∈ TSell.

We now consider the phases Φσ;µ,ν ∈∈ TNR. Assume first σ1 =σ2 = i.

Then, since λ′i &Cb,ε 1, we see that smallness of |Ξµ,ν(ξ, η)| implies (ξ−η)·η ≥ 0.

But then |ξ| ≥ max(|ξ − η|, |η|) and, using (A.7),

min[Φe;i+,i+(ξ, η),Φb;i+,i+(ξ, η)] ≥ λe(|ξ|)− 2λi(|ξ|)

≥ hε(|ξ|)− 2
»

(T + 1)(ε+ 1)|ξ| &ε,Cb 1,

and the desired conclusion Lσ;i+,i+
k,k1,k2;δ1,δ2

= ∅, σ ∈ {e, b}, follows.

Assume now that Φσ;µ,ν ∈∈ {Φe;b+,b−}. If max(k1, k2) ≤ −D/10 then,

using (A.5), Φe;b+,b−(ξ, η) ≥ 1. On the other hand, if max(k1, k2) ≥ −D/10,

we see from smallness of |Ξb+,b−(ξ, η)| that |ξ| ≤ 2−D. But in this case,

|λb(|ξ − η|)− λb(|η|)| .ε,Cb |ξ| ≤ λe(0)/2,

hence Φe;b+,b−(ξ, η) ≥ 1.
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Finally, assume that Φσ;µ,ν ∈∈ {Φb;i−,e+}. By symmetry we may assume

that

Φσ;µ,ν(ξ, η) = Φb;i−,e+(ξ, η) = λb(|ξ|) + λi(|ξ − η|)− λe(|η|).
The condition |Ξµ,ν(ξ, η)| ≤ 2−D and Lemma A.4(i) show that 2k2 &Cb,ε 1.

The condition |Φσ;µ,ν(ξ, η)| ≤ 2−D then shows that |η| ≥ |ξ|. Since

λ′i(r) ≤
√

1 + T√
1 + ε

and λ′e(r) ≥
(1−

√
ε)Tr

√
ε
√

1 + Tr2
,

for any r ∈ [0,∞) (see Lemma A.4(ii) and (iii)), the restriction |Ξµ,ν(ξ, η)| ≤
2−D shows that |η| ≤

»
ε/T . Therefore, |ξ| ≤

»
ε/T and |ξ − η| ≤ 2

»
ε/T .

Since r∗ ≥ T−1/2 (see Lemma A.4(i)), it follows that |ξ−η| ≤ r∗/2. Therefore,

λ′i is decreasing on the interval [0, |ξ − η|], and we estimate, recalling that

2−D ≥
∣∣∣Ξµ,ν(ξ, η)

∣∣∣ ≥ ∣∣∣λ′i(|ξ − η|)− λ′e(|η|)∣∣∣,
Φσ;µ,ν(ξ, η) =

∫ |ξ−η|
0

λ′i(s) ds+

∫ |ξ|
0

λ′b(s) ds−
∫ |η|

0
λ′e(s) ds

≥ C−1
Cb,ε

+ |ξ − η|λ′i(|ξ − η|)− (|η| − |ξ|)λ′e(|η|)
&Cb,ε 1.

This provides the contradiction. �

We consider now the remaining 20 phases, and define three sets of phases

TA :={Φi;i−,e+,Φi;i−,b+,Φi;e+,b−,Φi;e−,b+,Φe;i+,e+,Φe;i+,b+,Φe;i−,b+,Φe;e−,b+,

Φb;i+,e+,Φb;i+,b+,Φb;e+,e+,Φb;e+,b+,Φb;e−,b+},

TB :={Φe;i+,e+,Φe;i−,e+,Φb;i+,b+,Φb;i−,b+},

TC :={Φi;i+,i+,Φi;i+,i−,Φi;i−,i−,Φi;e+,e−,Φi;e+,b−,Φi;e−,b+,Φi;b+,b−}.

(B.7)

Notice that some phases, such as Φe;i+,e+, belong to more than one set. The set

TA corresponds to phases having nondegenerate stationary points on spheres,

while the sets TB, TC consist of phases with degenerate behavior around 0 (in

η, ξ − η, or ξ). More precisely,

Proposition B.2. Assume k, k1, k2 ∈ Z and that there is a point (ξ, η) ∈
Lk,k1,k2 satisfying

|Ξµ,ν(ξ, η)| ≤ δ1 = 2−10D2−4 max(0,k1,k2),

|Φσ;µ,ν(ξ, η)| ≤ δ2 = 2−10D2−max(0,k1,k2).

Then one of the three following possibilities holds :

Case A: −D/2 ≤ k, k1, k2 ≤ D/2 and Φσ;µ,ν ∈∈ TA.

Case B: min(k1, k2) ≤ −D/3, k ≥ −D/4 and Φσ;µ,ν ∈∈ TB .

Case C: k ≤ −D/4 and Φσ;µ,ν ∈∈ TC .
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Proof of Proposition B.2. We divide the proof in several steps.

Step 1. Assume that

(B.8) Φσ;µ,ν ∈∈ {Φi;i+,i+,Φi;i+,i−,Φi;i−,i−}.

These phases are only in the set TC , and we have to prove that if Lσ;µ,ν
k,k1,k2;δ1,δ2

6= ∅, then

(B.9) k ≤ −D/2.

Assume for contradiction that k ≥ −D/2. Using Lemma A.4(iii) it is easy

to see that if Φσ;µ,ν ∈∈ {Φi;i−,i−}, then

|Φσ;µ,ν(ξ, η)| &ε,Cb max(|ξ|, |η|, |ξ − η|) &ε,Cb 2−D/2,

which is not possible. On the other hand, using Lemma A.4(iii), for any

r, s ∈ [0,∞),

λi(r) + λi(s)− λi(r + s) = r(qi(r)− qi(r + s)) + s(qi(s)− qi(r + s))

&ε,Cb
min(r, s)(r + s)2

(1 + (r + s)2)(1 + min(r, s)2)
.

Therefore, if Φσ;µ,ν ∈∈ {Φi;i+,i+,Φi;i+,i−}, k ≥ −D/2, and Lσ;µ,ν
k,k1,k2;δ1,δ2

6= ∅,
then min(k1, k2) ≤ −5D. On the other hand, if min(k1, k2) ≤ −5D and

max(k1, k2) ≥ −D/2− 10, then we use the bound

λ′i(r)− λ′i(s) ≥ qi(0)− CCb,εr − qi(s) ≥ 2−2D,

whenever 0≤r≤2−4D and s≥2−D, which is a consequence of Lemma A.4(iii).

Therefore, in this case |Ξµ,ν(ξ, η)| ≥ 2−2D for all (ξ, η) ∈ Lk,k1,k2 , which pro-

vides the contradiction.

Step 2. Assume that

(B.10) Φσ;µ,ν ∈∈ {Φi;e+,e−,Φi;b+,b−}.

These phases are only in the set TC , and it suffices to prove that if Lσ;µ,ν
k,k1,k2;δ1,δ2

6= ∅, then

(B.11) k ≤ −D/2.

Assume for contradiction that k ≥ −D/2. Since λ′σ(0) = 0, σ ∈ {e, b}, the

restriction |Ξµ,ν(ξ, η)| ≤ δ1 shows that min(k1, k2) ≥ −D. On the other hand,

if min(k, k1, k2) ≥ −D then, for any (ξ, η) ∈ Lk,k1,k2 , we have

|Ξµ,ν(ξ, η)| &Cb,ε
∣∣∣λ′σ(|η − ξ|)− λ′σ(|η|)

∣∣∣
+ max[λ′σ(|η − ξ|), λ′σ(|η|)]

∣∣∣∣ η − ξ|η − ξ|
− η

|η|

∣∣∣∣ ≥ 2Dδ1,

which provides a contradiction.
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Step 3. Assume that

(B.12) Φσ;µ,ν ∈∈ {Φi;e+,b−,Φi;e−,b+}.

These phases are in the sets TC and TA, and we have to prove that if

Lσ;µ,ν
k,k1,k2;δ1,δ2

6= ∅,

then

either k ≤ −D/4 or −D/2 ≤ k, k1, k2 ≤ D/2.

This is equivalent to proving that

(B.13)

if k ≥ −D/4 and Lσ;µ,ν
k,k1,k2;δ1,δ2

6= ∅, then −D/2 ≤ k, k1, k2 ≤ D/2.

Since

(B.14) lim
r→∞

λ′i(r) = 1, lim
r→∞

λ′e(r) =
»
T/ε, lim

r→∞
λ′b(r) =

»
Cb/ε,

it is easy to see that the condition Lσ;µ,ν
k,k1,k2;δ1,δ2

6= ∅ implies that max(k1, k2, k3)

≤ D/4. Since k ≥ −D/4, it follows that max(k1, k2) ≥ −D/4−10. Recall that

λ′σ(0) = 0 and λ′′σ(r) ≈Cb,ε (1 + r2)−3/2, σ ∈ {e, b} (see Lemma A.4(i)). Since

|Ξµ,ν(ξ, η)| ≤ δ1 for some (ξ, η) ∈ Lk,k1,k2 , it follows that min(k1, k2) ≥ −D/2,

as desired.

Step 4. Assume that

(B.15) Φσ;µ,ν ∈∈ {Φe;i−,e+,Φb;i−,b+}.

These phases are only in the set TB, and we have to prove that if Lσ;µ,ν
k,k1,k2;δ1,δ2

6= ∅, then

(B.16) k ≥ −D/4 and min(k1, k2) ≤ −D/3.

It is easy to see that max(k1, k2, k) ≥ −D/10; otherwise, |Ξµ,ν(ξ, η)| ≥
2−2D for all (ξ, η) ∈ Lk,k1,k2 , in view of the fact that λ′e(0) = λ′b(0) = 0 and

λ′i(0) ≈Cb,ε 1. Therefore, it remains to prove that if Lσ;µ,ν
k,k1,k2;δ1,δ2

6= ∅, then

(B.17) min(k1, k2) ≤ −D/3.

Assume, for contradiction, that (B.17) fails. We may assume, without loss

of generality, that

Φσ;µ,ν(ξ, η) = Φσ;i−,σ+(ξ, η) = λσ(|ξ|) + λi(|ξ − η|)− λσ(|η|)

for σ ∈ {e, b}. We argue as in the proof of Lemma B.1, Φσ;µ,ν = Φb;i−,e+ ∈ TNR.

The conditions |Φσ;µ,ν(ξ, η)| ≤ 2−10D and k1 ≥ −D/3 show that |η| ≥ |ξ|. Since

λ′i(r) ≤
√

1 + T√
1 + ε

and λ′b(r) ≥ λ′e(r) ≥
(1−

√
ε)Tr

√
ε
√

1 + Tr2
,
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for any r ∈ [0,∞) (see Lemma A.4(ii) and (iii)), the restriction |Ξµ,ν(ξ, η)| ≤
2−D shows that |η| ≤

»
ε/T . Therefore, |ξ| ≤

»
ε/T and |ξ − η| ≤ 2

»
ε/T .

Since r∗ ≥ T−1/2 (see Lemma A.4(i)), it follows that |ξ−η| ≤ r∗/2. Therefore,

λ′i is decreasing on the interval [0, |ξ − η|] and we estimate, recalling that

2−10D ≥
∣∣∣Ξµ,ν(ξ, η)

∣∣∣ ≥ ∣∣∣λ′i(|ξ − η|)− λ′σ(|η|)
∣∣∣ and |ξ − η| ≥ 2−D/2,

Φσ;µ,ν(ξ, η) =

∫ |ξ−η|
0

λ′i(s) ds−
∫ |η|
|ξ|

λ′σ(s) ds

≥ 2−2D + |ξ − η|λ′i(|ξ − η|)− (|η| − |ξ|)λ′σ(|η|) ≥ 2−4D.

This provides the contradiction.

Step 5. Assume that

(B.18) Φσ;µ,ν ∈∈ {Φe;i+,e+,Φb;i+,b+}.

These phases are in the sets TB and TA, and we have to prove that if Lσ;µ,ν
k,k1,k2;δ1,δ2

6= ∅, then

(B.19)

either k ≥ −D/4, min(k1, k2) ≤ −D/3 or −D/2 ≤ k, k1, k2 ≤ D/2.

It is easy to see that max(k1, k2, k) ≥ −D/10; otherwise, |Ξµ,ν(ξ, η)| ≥
2−2D for all (ξ, η) ∈ Lk,k1,k2 , in view of the fact that λ′e(0) = λ′b(0) = 0 and

λ′i(0) ≈Cb,ε 1. Therefore, for (B.19) it suffices to prove that

(B.20) if min(k1, k2) ≥ −D/3, then −D/2 ≤ k, k1, k2 ≤ D/2.

In view of (B.14), it is clear that min(k1, k2)≤D/10; otherwise, |Ξµ,ν(ξ, η)|
≥ 2−2D for all (ξ, η) ∈ Lk,k1,k2 . On the other hand, if k ≥ D/4, then

max(k1, k2) ≥ D/4−10, and one can use (B.14) again to see easily that this in

contradiction with the assumption Lσ;µ,ν
k,k1,k2;δ1,δ2

6= ∅. Therefore, max(k, k1, k2)

≤ D/2, as desired.

Finally, for (B.20) it remains to prove that k ≥ −D/2. Assuming, for con-

tradiction, that k ≤ −D/2, and recalling that max(k1, k2, k) ≥ −D/10, it fol-

lows that max(k1, k2) ≥ −D/10, |k1 − k2| ≤ 10. Therefore, |Φσ;µ,ν(ξ, η)| &Cb,ε
2−2D, which provides a contradiction.

Step 6. Assume that

(B.21) Φσ;µ,ν ∈∈ {Φe;e−,b+,Φb;e+,e+,Φb;e+,b+,Φb;e−,b+}.

These phases are only in the set TA, and we have to prove that if Lσ;µ,ν
k,k1,k2;δ1,δ2

6= ∅, then

(B.22) −D/2 ≤ k, k1, k2

and

(B.23) k, k1, k2 ≤ D/2.
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We prove first (B.22). We notice that max(k1, k2) ≥ −D/10; otherwise,

|Φσ;µ,ν(ξ, η)| &Cb,ε 1 for any (ξ, η) ∈ Lk,k1,k2 , since λe(0) = λb(0) =
√

1 + ε−1.

This implies that min(k1, k2) ≥ −D/4; otherwise, |Ξµ,ν(ξ, η)| &Cb,ε 2−D for

any (ξ, η) ∈ Lk,k1,k2 , since λ′e(r) ≈Cb,ε min(r, 1) and λ′b(r) ≈Cb,ε min(r, 1).

To complete the proof of (B.22), assume, for contradiction, that k ≤
−D/2 and therefore max(k1, k2) ≥ −D/10, |k1 − k2| ≤ 10. If Φσ;µ,ν ∈∈
{Φb;e+,e+,Φb;e+,b+}, then |Φσ;µ,ν(ξ, η)| &Cb,ε 1 for any (ξ, η) ∈ Lk,k1,k2 , in

contradiction with the assumption Lσ;µ,ν
k,k1,k2;δ1,δ2

6= ∅. On the other hand, if

Φσ;µ,ν ∈∈ {Φe;e−,b+,Φb;e−,b+}, then |Ξµ,ν(ξ, η)| &Cb,ε 2−2D for any (ξ, η) ∈
Lk,k1,k2 , which is again in contradiction with the assumption Lσ;µ,ν

k,k1,k2;δ1,δ2
6= ∅.

This last bound is a consequence of the estimate

(B.24) λ′b(r)− λ′e(r) &Cb,ε min(1, r) for any r ≥ 0,

which follows from Lemma A.4(ii). This completes the proof of (B.22).

We prove now (B.23). We notice first that min(k, k1, k2) ≤ D/10; other-

wise, either |Ξµ,ν(ξ, η)| &Cb,ε 1 or |Φσ;µ,ν(ξ, η)| &Cb,ε 1 for any (ξ, η) ∈ Lk,k1,k2 ,

using (B.14). Assuming, for contradiction, that (B.23) fails, we need to con-

sider two cases:

either k ≤ D/10, max(k1, k2) ≥ D/2, |k1 − k2| ≤ 10,

or min(k1, k2) ≤ D/10, max(k, k1, k2) ≥ D/2, |k −max(k1, k2)| ≤ 10.

(B.25)

In the first case, we use (B.14) to see that |Ξµ,ν(ξ, η)| &Cb,ε 1 for any (ξ, η) ∈
Lk,k1,k2 if

Φσ;µ,ν ∈∈ {Φe;e−,b+,Φb;e+,b+,Φb;e−,b+}.

We also notice that |Ξµ,ν(ξ, η)| &Cb,ε 1 for any (ξ, η) ∈ Lk,k1,k2 if Φσ;µ,ν ∈∈
{Φb;e+,e+}, which completes the contradiction in this case.

Assume now that the inequalities in the second line of (B.25) hold. By

symmetry we may assume that k1 = min(k1, k2). In view of (B.14), it is clear

that |Ξµ,ν(ξ, η)| &Cb,ε 1 if

(ξ, η) ∈ Lk,k1,k2
and

Φσ;µ,ν ∈ {Φe;e−,b+,Φb;e+,b+,Φb;e−,b+}.

Also, using (B.5) it is clear that |Φσ;µ,ν(ξ, η)| &Cb,ε 1 if (ξ, η) ∈ Lk,k1,k2 and

Φσ;µ,ν ∈ {Φe;,b+,e−,Φb;e+,e+,Φb;b+,e+,Φb;b+,e−}. This completes the contradic-

tion in this case as well, and the desired bound (B.23) follows.

Step 7. Assume that

(B.26) Φσ;µ,ν ∈∈ {Φi;i−,e+,Φi;i−,b+,Φe;i+,b+,Φe;i−,b+,Φb;i+,e+}.
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These phases are only in the set TA, and we have to prove that if Lσ;µ,ν
k,k1,k2;δ1,δ2

6= ∅, then

(B.27) −D/2 ≤ k, k1, k2

and

(B.28) k, k1, k2 ≤ D/2.

To prove (B.28), assume, for contradiction, that max(k1, k2) ≥ D/4. By

symmetry, we may assume also k1 ≤ k2. Using (B.14) it is easy to see that

|Ξµ,ν(ξ, η)| &Cb,ε 1 if (ξ, η) ∈ Lk,k1,k2 and

Φσ;µ,ν ∈ {Φi;i−,e+,Φi;i−,b+,Φe;i+,b+,Φe;i−,b+,Φb;i+,e+}.

On the other hand, if

Φσ;µ,ν ∈ {Φi;,e+,i−,Φi;b+,i−,Φe;b+,i+,Φe;b+,i−,Φb;e+,i+}

then, using again (B.14) and the smallness of |Ξµ,ν(ξ, η)|, we necessarily have

k1 ≤ D/10, |k − k2| ≤ 10. In this case, however, |Φσ;µ,ν(ξ, η)| &Cb,ε 1, due to

(B.14). This completes the proof of the contradiction.

We prove now (B.27). We notice that max(k1, k2) ≥ −D/10; otherwise,

|Ξµ,ν(ξ, η)| &Cb,ε 1 for any (ξ, η) ∈ Lk,k1,k2 , since λ′e(0) = λ′b(0) = 0, λ′i(0) ≈Cb,ε
1. Assume, for contradiction, that (B.27) fails. We may assume by symmetry

that k1 ≤ k2, and we need to consider two cases:

either k1 ≤ −D/2, k2 ≥ −D/10, |k − k2| ≤ 10,

or k ≤ −D/2, k2 ≥ −D/10, |k1 − k2| ≤ 10.
(B.29)

Assume first that the inequalities in the first line of (B.29) hold. Since

λ′i(r) ≈Cb,ε 1 and λ′b(0) = λ′e(0) = 0, it is easy to see that |Ξµ,ν(ξ, η)| &Cb,ε 2−2D

if (ξ, η) ∈ Lk,k1,k2 and

Φσ;µ,ν ∈ {Φi;e+,i−,Φi;b+,i−,Φe;b+,i+,Φe;b+,i−,Φb;e+,i+, }.

On the other hand, using (B.5), |Φσ;µ,ν(ξ, η)| &Cb,ε 2−2D if (ξ, η) ∈ Lk,k1,k2 and

Φσ;µ,ν ∈ {Φi;i−,e+,Φi;i−,b+,Φe;i+,b+,Φe;i−,b+,Φb;i+,e+}.

The desired contradiction follows in this case.

Finally, assume that the inequalities in the second line of (B.29) hold.

Using (B.5) it is easy to see that |Φσ;µ,ν(ξ, η)| &Cb,ε 2−2D if (ξ, η) ∈ Lk,k1,k2
and Φσ;µ,ν ∈∈ {Φi;i−,e+,Φi;i−,b+,Φe;i+,b+,Φb;i+,e+}. On the other hand, if

Φσ;µ,ν ∈∈ {Φe;i−,b+}, then the contradiction follows by the same argument as

in Step 4. This completes the proof of the proposition. �
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