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Abstract

We give a cohomological interpretation of both the Kac polynomial and the refined Donaldson-Thomas-invariants of quivers. This interpretation yields a proof of a conjecture of Kac from 1982 and gives a new perspective on recent work of Kontsevich-Soibelman. This is achieved by computing, via an arithmetic Fourier transform, the dimensions of the isotypical components of the cohomology of associated Nakajima quiver varieties under the action of a Weyl group. The generating function of the corresponding Poincaré polynomials is an extension of Hua’s formula for Kac polynomials of quivers involving Hall–Littlewood symmetric functions. The resulting formulae contain a wide range of information on the geometry of the quiver varieties.

1. The main results

Let $\Gamma = (I, \Omega)$ be a quiver; that is, an oriented graph on a finite set $I = \{1, \ldots, r\}$ with $\Omega$ a finite multiset of oriented edges. In his study of the representation theory of quivers, Kac [14] introduced $A_v(q)$, the number of isomorphism classes of absolutely indecomposable representations of $\Gamma$ over the finite field $\mathbb{F}_q$ of dimension $v = (v_1, \ldots, v_r)$ and showed they are polynomials in $q$. We call $A_v(q)$ the Kac polynomial for $\Gamma$ and $v$. Following ideas of Kac [14], Hua [13] proved the following generating function identity:

$$
\sum_{v \in \mathbb{Z}_{\geq 0}^r \setminus \{0\}} A_v(q) T^v = (q - 1) \log \left( \sum_{\pi = (\pi^1, \ldots, \pi^r) \in \mathcal{P}^r} \frac{\prod_{i \to j \in \Omega} q^{(\pi^i, \pi^j)} \prod_{i \in I} q^{(\pi^i, \pi^i)} \prod_{k} \prod_{j = 1}^{m_k(\pi^i)} (1 - q^{-j})}{\prod_{i \in I} q^{(\pi^i, \pi^i)} \prod_{k} \prod_{j = 1}^{m_k(\pi^i)} (1 - q^{-j})} T^{\pi} \right),
$$

\[ \text{(1.1)} \]
where $P$ denotes the set of partitions of all positive integers, $\text{Log}$ is the plethystic logarithm (see [11, §2.3.3]), $\langle \cdot, \cdot \rangle$ is the pairing on partitions defined by

$$
\langle \lambda, \mu \rangle = \sum_{i,j} \min(i,j)m_i(\lambda)m_j(\mu)
$$

with $m_j(\lambda)$ the multiplicity of the part $j$ in the partition $\lambda$, $T^v := T_1^{v_1} \cdots T_r^{v_r}$ for some variables $T_i$ and finally $|\pi| := (|\pi_1| \cdots |\pi_r|)$.

Using such generating functions Kac [14] proved that in fact $A_v(q)$ has integer coefficients and formulated two main conjectures. First, he conjectured that for quivers with no loops, the constant term $A_v(0)$ equals the multiplicity of the root $v$ in the corresponding Kac–Moody algebra. The proof of this conjecture was completed in [10]. We will give a general proof of Kac’s second conjecture here.

**Conjecture 1.1 (14, Conj. 2).** The Kac polynomial $A_v(q)$ has nonnegative coefficients.

This conjecture was settled for indivisible dimension vectors and any quiver by Crawley-Boevey and Van den Bergh [4] in 2004; they gave a cohomological interpretation of the Kac polynomial for indivisible dimension vectors in terms of the cohomology of an associated Nakajima quiver variety. More precisely [4, (1.1)], they showed that for $v$ indivisible,

$$
A_v(q) = \sum \dim \left( H^{2i}_c(\mathcal{Q}_v; \mathbb{C}) \right) q^{i-d_v},
$$

where $\mathcal{Q}_v$ is a certain smooth generic complex quiver variety of dimension $2d_v$. Similarly, our proof of the general case will follow by interpreting the coefficients of $A_v(q)$ as the dimensions of the sign isotypical component of cohomology groups of a smooth generic quiver variety $\mathcal{Q}_v$ attached to an extended quiver (see (1.9)).


The goal of Kontsevich–Soibelman’s theory is to attach refined (or motivic, or quantum) Donaldson–Thomas invariants (or DT-invariants for short) to Calabi–Yau 3-folds $X$. The invariants should only depend on the derived category of coherent sheaves on $X$ and some extra data; this raises the possibility of defining DT-invariants for certain Calabi–Yau 3-categories that share the formal properties of the geometric situation but are algebraically easier to study. The simplest of such examples are the Calabi–Yau 3-categories attached to quivers (symmetric or not) with no potential (cf. [9]).

Denote by $\Gamma = (I, \Omega)$ the double quiver, that is $\Omega = \Omega \amalg \Omega^{-\text{opp}}$, where $\Omega^{-\text{opp}}$ is obtained by reversing all edges in $\Omega$. The refined DT-invariants of $\Gamma$ (a slight
renormalization of those introduced by Kontsevich and Soibelman) are defined by the following combinatorial construction. For \( v = (v_1, \ldots, v_r) \in \mathbb{Z}_{\geq 0}^r \), let

\[
\delta(v) := \sum_{i=1}^{r} v_i, \quad \gamma(v) := \sum_{i=1}^{r} v_i^2 - \sum_{i \rightarrow j \in \Omega} v_i v_j.
\]

Then

\[
\sum_{v \in \mathbb{Z}_{\geq 0}^r \setminus \{0\}} DT_v(q) (-1)^{\delta(v)} T^v := (q - 1) \log \sum_{v \in \mathbb{Z}_{\geq 0}^r} (-1)^{\delta(v)} q^{-\frac{1}{2} (\gamma(v) + \delta(v))} \prod_{i=1}^{r} (1 - q^{-v_i}) T^v.
\]

It was proved in [15] that \( DT_v(q) \in \mathbb{Z}[q, q^{-1}] \). In fact, as a consequence of Efimov’s proof [7] of [15, Conj. 1], \( DT_v(q) \) actually has nonnegative coefficients. We will give an alternative proof of this in (1.10) by interpreting its coefficients as dimensions of cohomology groups of an associated quiver variety.

**Remark 1.2.** We should stress that we have restricted to double quivers for the benefit of exposition; our results extend easily to any symmetric quiver. We outline how to treat the general case in Section 3.2.

The technical starting point in this paper is a common generalization of (1.3) and Hua’s formula (1.1). Namely, we consider

\[
\mathbb{H}(x_1, \ldots, x_r; q) := (q - 1)
\]

\[
\cdot \log \left( \sum_{\pi = (\pi^1, \ldots, \pi^r) \in \mathcal{P}^r} \prod_{\pi^i \rightarrow j \in \Omega} q^{(\pi^i, \pi^j)} \prod_{i \in \mathcal{L}} \left[ \prod_{j=1}^{m_i} (1 - q^{-j}) \right] \prod_{i=1}^{r} \check{H}_{\pi^i}(x_i; q) \right),
\]

where \( x_i = (x_{i,1}, x_{i,2}, \ldots) \) is a set of infinitely many independent variables and \( \check{H}_{\pi^i}(x_i; q) \) denote the (transformed) Hall–Littlewood polynomial (see [11, §2.3.2]), which is a symmetric function in \( x_i \) and polynomial in \( q \). From (1.4) we can extract many rational functions in \( q \) just by pairing against other symmetric functions. For a multi-partition \( \mu = (\mu^1, \ldots, \mu^r) \in \mathcal{P}^r \), we let

\[
s_{\mu}(x_1) \cdots s_{\mu^r}(x_r),
\]

where \( s_{\mu^i}(x_i) \) is the Schur symmetric function attached to the partition \( \mu^i \). Define

\[
\mathbb{H}^\mu(q) := \langle \mathbb{H}(x_1, \ldots, x_r; q), s_{\mu} \rangle,
\]

where \( \langle \cdot, \cdot \rangle \) is the natural extension to \( r \) variables of the Hall pairing on symmetric functions, defined by declaring the basis \( s_{\mu} \) orthonormal (see [11, (2.3.1)]). Note that \( a \text{ priori} \) the \( \mathbb{H}^\mu \) are rational functions in \( q \); we will prove that they are actually polynomials with nonnegative integer coefficients. More precisely, we will show (Theorem 1.4(i)) that the coefficients of \( \mathbb{H}^\mu(q) \) are the dimensions of certain cohomology groups.
Our first formal observation is the following

**Proposition 1.3.** For any \( \mathbf{v} = (v_1, \ldots, v_r) \in \mathbb{Z}_{\geq 0}^r \), we have

(i) \( A\mathbf{v}(q) = \mathbb{H}_\mathbf{v}^s(q) \),

where \( \mathbf{v}^1 := ((v_1), \ldots, (v_r)) \in \mathcal{P}^r \) and

(ii) \( \text{DT}_\mathbf{v}(q) = \mathbb{H}_\mathbf{v}^s(q) \),

where \( 1^\mathbf{v} := ((1^{v_1}), \ldots, (1^{v_r})) \in \mathcal{P}^r \).

We will prove Part (i) as a consequence of Theorem 2.11 since \( h_{\mathbf{v}^1} = s_{\mathbf{v}^1} \), and part (ii) is a special case of Proposition 3.5.

Fix a nonzero multi-partition \( \mu \in \mathcal{P}^r \), and let \( \mathbf{v} = |\mu| := (|\mu^1|, \ldots, |\mu^r|) \).

Associated to the pair \((\Gamma, \mathbf{v})\) we construct a new quiver by attaching a leg of length \( v_i - 1 \) at the vertex \( i \) of \( \Gamma \), where \( v_i := |\mu^i| \). We denote it by \( \tilde{\Gamma}_\mathbf{v} = (\tilde{I}_\mathbf{v}, \tilde{\Omega}_\mathbf{v}) \). We extend the dimension vector \( \mathbf{v} : I \to \mathbb{Z}_{\geq 0} \) to \( \tilde{\mathbf{v}} : \tilde{I}_\mathbf{v} \to \mathbb{Z}_{\geq 0} \) by placing decreasing dimensions \( v_i - 1, v_i - 2, \ldots, 1 \) at the extra leg starting with \( v_i \) at the original vertex \( i \). We also consider the subgroup \( W_\mathbf{v} < W \) of the Weyl group of the quiver generated by the reflections at the extra vertices \( \tilde{I} \setminus I \). We may identify \( W_\mathbf{v} \) with \( S_{v_1} \times \cdots \times S_{v_r} \), the Weyl group of the group \( \text{GL}_\mathbf{v} := \text{GL}_{v_1} \times \cdots \times \text{GL}_{v_r} \).

Because by construction \( \tilde{\mathbf{v}} \) is indivisible, we can define the corresponding smooth generic complex quiver variety \( Q_\mathbf{v} \). Note that \( \tilde{\mathbf{v}} \) is left invariant by \( W_\mathbf{v} \) and thus \( W_\mathbf{v} \) acts on \( H^*_c(Q_\mathbf{v}; \mathbb{C}) \) by work of Nakajima [22], [23], Lusztig [18], Maffei [20] and Crawley-Boevey–Holland [5]. We denote by \( \chi^\mu = \chi^{\mu^1} \cdots \chi^{\mu^r} : W_\mathbf{v} \to \mathbb{C}^\times \) the exterior product of the irreducible characters \( \chi^{\mu^i} \) of the symmetric groups \( S_{v_i} \) in the notation of [19, §1.7]. In particular, \( \chi^{(v_i)} \) is the trivial character and \( \chi^{(1^{v_i})} \) is the sign character \( \varepsilon : S_{v_i} \to \{\pm 1\} < \mathbb{C}^\times \). If \( \mu' := ((\mu^1)', \ldots, (\mu^r)') \), where \( (\mu^i)' \) is the dual partition of \( \mu^i \), then \( \chi^{\mu'} = \varepsilon \chi^\mu \) with \( \varepsilon := \varepsilon_1 \cdots \varepsilon_r \) the sign character of \( W_\mathbf{v} \).

We may decompose the representation of \( W_\mathbf{v} \) on \( H^*_c(Q_\mathbf{v}; \mathbb{C}) \) into its isotypical components

\[
H^*_c(Q_\mathbf{v}; \mathbb{C}) \cong \bigoplus_{\mu \in \mathcal{P}_\mathbf{v}} H^*_c(Q_\mathbf{v}; \mathbb{C})_{\chi^\mu},
\]

where \( \mathcal{P}_\mathbf{v} \) denotes the set of multi-partitions \( \mu = (\mu^1, \ldots, \mu^r) \) of size \( \mathbf{v} = (v_1, \ldots, v_r) \).

More generally, for a multi-partition \( \mu = (\mu^1, \ldots, \mu^r) \in \mathcal{P}_\mathbf{v} \), with \( \mu^i = (\mu^i_1, \mu^i_2, \ldots, \mu^i_{l_i}) \) and \( l_i \) the length of \( \mu^i \), denote by \( \Gamma_\mu \) the quiver obtained from \((\Gamma, \mu)\) by adding at each vertex \( i \in I \) a leg with \( l_i - 1 \) edges. We denote by \( \mathbf{v}_\mu \).
the dimension vector of $\Gamma_{\mu}$ with coordinates $v_i, v_i - \mu_i^1, v_i - \mu_i^1 - \mu_i^2, \ldots, \mu_i^l$ at the $i$-th leg. Define
\begin{equation}
(1.8)
d_{\mu} := 1 - \frac{1}{2} v_{\mu} C_{\mu} v_{\mu},
\end{equation}
with $C_{\mu}$ the Cartan matrix of $\Gamma_{\mu}$. Notice that if $\mu = (1^v)$, then $\tilde{\Gamma}_v = \Gamma_{1^v}$, $\nu_{\mu} = \tilde{v}$; we will write $d_{\nu}$ instead of $d_{1^v}$. The quiver variety $Q_{\tilde{v}}$ is nonempty if and only if $\tilde{v}$ is a root of $\Gamma_{\tilde{v}}$, in which case it has dimension $2d_{\tilde{v}}$ [2, Th. 1.2].

Our main geometric result is the following

**Theorem 1.4.** (i) We have
\[ H^s_{\mu}(q) = \sum_i \langle q^{2i}, \varepsilon x^\mu \rangle_{W_v} q^{i-d_{\tilde{v}}}, \]
where $\langle q^{2i}, \varepsilon x^\mu \rangle_{W_v}$ is the multiplicity of $\varepsilon x^\mu$ in the representation $q^{2i}$ of $W_v$ in $H^{2i}_{c}(Q_{\tilde{v}}; \mathbb{C})$.

(ii) $H^s_{\mu}(q)$ is nonzero if and only if $\nu_{\mu}$ is a root of $\Gamma_{\mu}$, in which case it is a monic polynomial of degree $d_{\mu}$. Moreover, $H^s_{\mu}(q) = 1$ if and only if $\nu_{\mu}$ is a real root.

In combination with Proposition 1.3, Theorem 1.4 implies the following

**Corollary 1.5.** (i) We have
\begin{equation}
(1.9)
A_v(q) = \sum_i \dim \left( H^{2i}_{c}(Q_{\tilde{v}}; \mathbb{C}) \right) q^{i-d_{\tilde{v}}}
\end{equation}
and
\begin{equation}
(1.10)
\text{DT}_v(q) = \sum_i \dim \left( H^{2i}_{c}(Q_{\tilde{v}}; W_{v}) \right) q^{i-d_{\tilde{v}}}. \end{equation}

(ii) In particular, $A_v(q)$ and $\text{DT}_v(q)$ have nonnegative integer coefficients.

(iii) Conjecture 1.1 holds for any quiver and dimension vector $v$.

(iv) The polynomial $\text{DT}_v(q)$ is nonzero if and only if $\tilde{v}$ is a root of $\tilde{\Gamma}_v$, in which case it is monic of degree $d_{\tilde{v}}$. Moreover, $\text{DT}_v(q) = 1$ if and only if $\tilde{v}$ is a real root.
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2. Proof of Theorem 1.4

2.1. The quiver varieties $Q_{\tilde{v}}$. Let $\Gamma, I, \Omega$ be as in the introduction. Let $K$ be any algebraically closed field. For a dimension vector $v = (v_i)_{i \in I} \in \mathbb{Z}_{\geq 0}^I$, put

$$K^v := \bigoplus_{i \in I} K^{v_i}, \quad \text{GL}_v := \prod_{i \in I} \text{GL}_{v_i}(K), \quad gl_v := \bigoplus_{i \in I} gl_{v_i}(K).$$

By a graded subspace of $V \subseteq K^v$ we will mean a subspace of the form

$$V = \bigoplus_{i \in I} V_i, \quad V_i \subseteq K^{v_i}.$$

The group $\text{GL}_v$ acts on $gl_v$ by conjugation. For an element $X = (X_i)_{i \in I} \in gl_v$, we put $\text{Tr}(X) := \sum_{i \in I} \text{Tr}(X_i)$.

We denote by $T_v$ the maximal torus of $\text{GL}_v$ whose elements are of the form $(g_i)_{i \in I}$ with $g_i$ a diagonal matrix for each $i \in I$. The Weyl group $W_v := N_{\text{GL}_v}(T_v)/T_v$ of $\text{GL}_v$ with respect to $T_v$ is isomorphic to $\prod_{i \in I} S_{v_i}$, where $S_v$ denotes the symmetric group in $v$ letters. Recall that a semisimple element $X \in gl_v$ is regular if $C_{\text{GL}_v}(X)$ is a maximal torus of $\text{GL}_v$; i.e., the eigenvalues of the coordinates of $X$ are all with multiplicity 1.

We say that an adjoint orbit $O$ of $gl_v$ is generic if $\text{Tr}(X) = 0$ and if for any graded subspace $V \subseteq K^v$ stable by some $X \in O$ such that $\text{Tr}(X|_V) = 0$,

then either $V = 0$ or $V = K^v$. We fix such a generic regular semisimple adjoint orbit $O \subset gl_v$. (We can prove as in [11, §2.2] that such a choice is always possible.)

Let $\tilde{\Gamma}$ be the double quiver of $\Gamma$; namely, $\tilde{\Gamma}$ has the same vertices as $\Gamma$, but for each arrow $\gamma \in \Omega$ going from $i$ to $j$, we add a new arrow $\gamma^*$ going from $j$ to $i$. We denote by $\tilde{\Omega} = \{\gamma, \gamma^* \mid \gamma \in \Omega\}$ the set of arrows of $\tilde{\Gamma}$. Consider the space

$$\text{Rep}_K(\tilde{\Gamma}, v) := \bigoplus_{i \rightarrow j \in \tilde{\Omega}} \text{Mat}_{v_j, v_i}(K)$$

of representations of $\tilde{\Gamma}$ with dimension $v$. Recall that $\text{GL}_v$ acts on $\text{Rep}_K(\tilde{\Gamma}, v)$ as

$$(g \cdot \varphi)_{i \rightarrow j} = g_j \varphi_{i \rightarrow j} g_i^{-1}$$

for any $g = (g_i)_{i \in I} \in \text{GL}_v$, $\varphi = (\varphi_{\gamma})_{\gamma \in \tilde{\Omega}} \in \text{Rep}_K(\tilde{\Gamma}, v)$ and any arrow $i \rightarrow j \in \tilde{\Omega}$.

Let $\tilde{\Gamma}_v$ on vertex set $\tilde{I}_v$ be the quiver obtained from $(\Gamma, v)$ by adding at each vertex $i \in I$ a leg of length $v_i - 1$ with the edges all oriented toward the vertex $i$. Define $\tilde{v} \in \mathbb{Z}_{\geq 0}^{\tilde{I}_v}$ as the dimension vector with coordinate $v_i$ at $i \in I \subset \tilde{I}_v$ and with coordinates $(v_i - 1, v_i - 2, \ldots, 1)$ on the leg attached to the vertex $i \in I$. 
Let $Q_v$ be the quiver variety over $K$ attached to the quiver $\tilde{\Gamma}$ and parameter set defined from the eigenvalues of $O$. (See [11] and the reference therein.)

Concretely, define the moment map $\mu_v : \text{Rep}_K(\Gamma, v) \to \mathfrak{gl}_0$, $(x_\gamma)_{\gamma \in \Pi} \mapsto \sum_{\gamma \in \Omega} [x_\gamma, x_\gamma^*]$, where $\mathfrak{gl}_0 := \{X \in \mathfrak{gl}_v \mid \text{Tr}(X) = 0\}$.

Then $Q_v$ is the affine GIT quotient

$$\mu_v^{-1}(O) // GL_v := \text{Spec} \left( \mathbb{K}[\mu_v^{-1}(O)]^{GL_v} \right).$$

Note that the one-dimensional torus $G_m$ embeds naturally in $GL_v$ as $t \mapsto (t \cdot I_v)$ where $I_v$ is the identity matrix of $GL_v$. The action of $GL_v$ on $\mu_v^{-1}(O)$ factorizes through an action of $G_v := GL_v / G_m$.

We have the following theorem whose proof is similar to that of [11, Th. 2.2.4].

**Theorem 2.1.**

(i) The variety $Q_v$ is nonsingular and the quotient map $\mu_v^{-1}(O) \to Q_v$ is a principal $G_v$-bundle in the étale topology.

(ii) The odd degree cohomology of $Q_v$ vanishes.

2.2. Weyl group action.

2.2.1. Weyl group action. Let $K$ denote an arbitrary algebraically closed field as before. Let $\ell$ be a prime different from the characteristic $\text{char } K$ of $K$, and for an algebraic variety over $K$, denote by $H^i_c(X; \mathbb{Q}_\ell)$ the compactly supported $\ell$-adic cohomology.

Denote by $t_v^\text{gen}$ the generic regular semisimple elements of the Lie algebra $t_v$ of $T_v$. For $\sigma \in t_v^\text{gen}$, define

$$M_\sigma := \left\{ (\varphi, X, gT_v) \in \text{Rep}_K(\Gamma, v) \times \mathfrak{gl}_v \times (GL_v/T_v) \mid g^{-1}Xg = \sigma, \mu_v(\varphi) = X \right\} // GL_v,$$

where $GL_v$ acts by

$$g \cdot (\varphi, X, hT_v) = (g \cdot \varphi, gXg^{-1}, ghT_v).$$

The following lemma is immediate.

**Lemma 2.2.** The projection $(\varphi, X, gT_v) \to \varphi$ induces an isomorphism from $M_\sigma$ onto the quiver variety associated to the adjoint orbit of $\sigma$ as in (2.1).

For $w \in W_v$, denote by $w : M_\sigma \to M_{\varphi w^{-1}}$ the isomorphism $(\varphi, X, gT_v) \mapsto (\varphi, X, gw^{-1}T_v)$ and by $w^*$ the induced isomorphism on cohomology. The first aim of this section is to prove the following theorem.

**Theorem 2.3.** There exists a prime $p_0$ such that if $\text{char } K \geq p_0$ or if $K = \mathbb{C}$, then for any $\sigma, \tau \in t_v^\text{gen}$ there exists a canonical isomorphism $i_{\sigma, \tau} : H^i_c(M_\sigma; \mathbb{Q}_\ell) \to H^i_c(M_\tau; \mathbb{Q}_\ell)$ that commutes with $w^*$. Moreover for all $\sigma, \tau, \zeta \in t_v^\text{gen}$, we have $i_{\sigma, \tau} \circ i_{\zeta, \sigma} = i_{\zeta, \tau}$. 
Before writing the proof let us explain the rough strategy. Put
\[ \mathcal{M} := \left\{ (\varphi, X, g T, \sigma) \in \text{Rep}_K(\Gamma, \nu) \times \mathfrak{gl}_\nu \times (\text{GL}_\nu / T) \times t_{\text{gen}} \mid g^{-1} X g = \sigma, \mu_\nu(\varphi) = X \right\} / \text{GL}_\nu, \]
where \( \text{GL}_\nu \) acts on the first three coordinates as before and trivially on the last one. Denote by \( \pi : \mathcal{M} \to t_{\text{gen}} \) the projection to the last coordinate.

Note that the stalk at \( \sigma \) of the sheaf \( R^i \pi_! \mathbb{Q}_\ell \) is \( H^i_c(\mathcal{M}_\sigma; \mathbb{Q}_\ell) = H^i_c(M_\sigma; \mathbb{Q}_\ell) \).

Since \( \pi \) commutes with Weyl group actions, to prove Theorem 2.3 we need to prove that the sheaf \( R^i \pi_! \mathbb{Q}_\ell \) is constant. Unfortunately we do not know any algebraic proof of this last statement so we do not have a proof that works independently from \( \text{char} K \).

We follow the same strategy as in [4, Proof of Prop. 2.3.1] proving first the statement with \( K = \mathbb{C} \) using the hyperkähler structure on quiver varieties and then proving the positive characteristic case by reducing modulo \( p \).

We prefer to work with étale \( \mathbb{Z}/\ell^n \mathbb{Z} \)-sheaves instead of \( \ell \)-adic sheaves. We will show that the sheaves \( R^i \pi_! \mathbb{Z}/\ell^n \mathbb{Z} \) are constant for all \( n \geq 1 \) assuming that \( \text{char} \mathbb{K} \) is either sufficiently large or equal to 0. This will prove Theorem 2.3 for the étale cohomology \( H^i_c(M_\sigma; \mathbb{Z}/\ell^n \mathbb{Z}) \) with coefficients in \( \mathbb{Z}/\ell^n \mathbb{Z} \). We then pass to the direct limit to get the statement for \( \ell \)-adic cohomology.

**Proof of Theorem 2.3.** (i) Assume that \( K = \mathbb{C} \). From the equivalence of categories between constructable étale sheaves on a complex variety and constructable sheaves on the underlying topological space (see [1, §6] for more details), we are reduced to prove that if \( \mathbb{Z}/\ell^n \mathbb{Z} \) is the constant sheaf (for the analytic topology) on the complex variety \( \mathcal{M} \), then the analytic sheaf \( R^i \pi_! \mathbb{Z}/\ell^n \mathbb{Z} \) is constant on \( t_{\text{gen}} \). But this is exactly what is proved in [20, Lemma 48] where the hyperkähler structure on quiver varieties is used as an essential ingredient.

We note that in [20] it is assumed that the quiver does not have loops.

The proof of [20, Lemma 48], however, remains valid in the general case. The only nontrivial ingredient is the proof of the surjectivity [20, CON3 §5] of the hyperkähler moment map over the regular locus in the case for quivers with possible loops. A more recent result [3, Th. 2] implies that as long as the dimension vector is a root, the complex moment map is surjective for any quiver. By hyperkähler rotation we get that the corresponding hyperkähler moment map is also surjective.

(ii) The \( \mathbb{C} \)-schemes \( \mathcal{M}, t_{\text{gen}} \) and the projection \( \pi : \mathcal{M} \to t_{\text{gen}} \) to the last coordinate can actually be defined over \( \mathbb{Z} \) (see [4, App. B]). We will denote these by \( \mathcal{M}/\mathbb{Z}, t_{\text{gen}}/\mathbb{Z}, \pi/\mathbb{Z} : \mathcal{M}/\mathbb{Z} \to t_{\text{gen}}/\mathbb{Z} \) and denote by \( \mathcal{F} = \mathcal{F}/\mathbb{Z} \) the sheaf \( R^i(\pi/\mathbb{Z})_! \mathbb{Z}/\ell^n \mathbb{Z} \). Recall that if \( f : X \to \text{Spec}\mathbb{Z} \) denotes the structure map of a \( \mathbb{Z} \)-scheme, then by Deligne [6, Th. 1.9], for any constructable \( \mathbb{Z}/\ell^n \mathbb{Z} \)-sheaf \( \mathcal{E} \) on \( X \), there exists an open dense subset \( U \) of \( \text{Spec}\mathbb{Z} \) such that for any base
change $S \rightarrow U \subset \text{Spec} \mathbb{Z}$, we have $(f_*E)_S \simeq (fS)_*(E_S)$. Denote by $t/\mathbb{Z}$ the structure map of $t^\text{gen}_{/\mathbb{Z}}$. We are thus reduced to prove that the canonical map 

$$\eta : (t/\mathbb{Z})^*(t/\mathbb{Z})_*F \rightarrow F$$

given by adjointness is an isomorphism over an open subset $U$ of $\text{Spec} \mathbb{Z}$. Indeed, this will prove that for any prime $p$ such that $p\mathbb{Z} \in U$, the map $\eta/\mathbb{F}_p$ obtained from $\eta$ by base change is an isomorphism, which is equivalent to saying that the sheaf $F_{/\mathbb{F}_p} \simeq R^i(\pi/\mathbb{F}_p)_*\mathbb{Z}/\ell^n\mathbb{Z}$ is constant. By (i) we know that the sheaf $F_{/\mathbb{F}_p}$ is constant; i.e., the isomorphism $\eta_{/\mathbb{F}_p}$ obtained from $\eta$ by base change is an isomorphism. Hence if $K$ and $C$ denote respectively the kernel and co-kernel of $\eta$, then $K = 0$ and $C = 0$. Since by Deligne [6, Th. 1.9] the sheaf $(t/\mathbb{Z})^*(t/\mathbb{Z})_*F$ is constructable over an open subset $V$ of $\text{Spec} \mathbb{Z}$, the sheaves $K$ and $C$ are also constructable over $V$ and so the support of $K$ and $C$ are constructable sets. Since $K = 0$ and $C = 0$, the supports do not contain the generic point and so there exists an open subset $U$ of $V$ such that $K_U = C_U = 0$.

Assume that $\text{char} \mathbb{K}$ is as in Theorem 2.3. For $w \in W_v$ and $\tau \in t^\text{gen}_v$, define

$$\rho^i(w) : H^i_c(M_\tau; \mathbb{Q}_\ell) \rightarrow H^i_c(M_\tau; \mathbb{Q}_\ell)$$

as the composition $i_{w\tau w^{-1},\tau} \circ (w^{-1})^*$. The following proposition is a straightforward consequence of Theorem 2.3.

**Proposition 2.4.** The map

$$\rho^i = \rho^i_{/\mathbb{K}} : W_v \rightarrow \text{GL}(H^i_c(M_\tau; \mathbb{Q}_\ell))$$

$$w \mapsto \rho^i(w)$$

is a representation of $W_v$ that does not depend on the choice of $\tau \in t^\text{gen}_v$.

The following proposition follows formally from the base change techniques used in the proof of Theorem 2.3.

**Proposition 2.5.** Assume that $\text{char} \mathbb{K} \gg 0$. Then the $\mathbb{Q}_\ell$-representations $\rho^i_{/\mathbb{K}}$ and $\rho^i_C$ are isomorphic.

Note that the representation $\rho^i_C$ of $W_v$ on $H^i_c(M_\tau; \overline{\mathbb{Q}_\ell})$ is defined so that it agrees via the comparison theorem with the action $\varrho^i$ of $W_v$ on the compactly supported cohomology $H^i_c(M_\tau; \mathbb{C})$ as defined from [20, Lemma 48].

**2.2.2. Introducing Frobenius.** Here $\mathbb{K}$ is an algebraic closure of a finite field $\mathbb{F}_q$. We use the same letter $F$ to denote the Frobenius endomorphism on $\text{Rep}_\mathbb{K}(\Gamma, \nu)$ and $gl_v$ that raises entries of matrices to their $q$-th power. There is a well-defined map from the set of $F$-stable regular semisimple orbits onto the set of conjugacy classes of the Weyl group $W_v$ of $GL_v$. This map is given by Frobenius action on eigenvalues of $F$-stable orbits.
Given \( w \in W_v \), choose a generic regular semisimple adjoint orbit \( O \) of \( \mathfrak{gl}_v(F_q) \) mapping to \( w \) and denote by \( Q^w_v \) the corresponding quiver variety associated to \( O \) defined by (2.1). If \( w = 1 \), then we will denote these simply by \( Q_v \) instead of \( Q^w_v \); note that in this case the orbit \( O \) has all its eigenvalues in \( F_q \). Since \( O \) is \( F \)-stable, the quiver variety \( Q^w_v \) inherits an action of the Frobenius endomorphism, which we also denote by \( F \).

By Lemma 2.2 and Proposition 2.4, we have a well-defined representation \( \rho^i \) of \( W_v \) in \( H^i_c(Q_v, \overline{\mathbb{Q}}_\ell) \) assuming that the characteristic of \( K \) is large enough.

The aim of this section is to prove the following theorem.

**Theorem 2.6.** Assume that \( \text{char } K \gg 0 \). We have

\[
\# Q^w_v(F_q) = \sum_i \text{Tr} \left( \rho^{2i}(w), H^{2i}_c(Q_v; \overline{\mathbb{Q}}_\ell) \right) q^i.
\]

We keep the notation introduced in Section 2.2.1. The Frobenius morphism \( (\varphi, X, gT_v) \mapsto (F(\varphi), F(X), F(g)T_v) \) defines a bijective morphism \( F : \mathcal{M}_\sigma \to \mathcal{M}_{F(\sigma)} \) with induced morphism \( F^* : H^i_c(\mathcal{M}_\tau; \overline{\mathbb{Q}}_\ell) \to H^i_c(\mathcal{M}_{F^{-1}(\tau)}; \overline{\mathbb{Q}}_\ell) \).

Since the map \( \pi : \mathcal{M} \to t^\text{gen}_v \) commutes with \( F \), the canonical maps \( i_{\sigma,\tau} \), with \( \sigma, \tau \in t^\text{gen}_v \), commute with \( F^* \).

For \( w \in W_v \), consider the \( w \)-twisted Frobenius endomorphism \( wF \) on \( \mathfrak{gl}_v \) defined as \( X \mapsto wF(X)\dot{w}^{-1} \), where \( \dot{w} \) is a representative of \( w \) in \( N_{\mathfrak{gl}_v}(T_v) \).

Let \( \sigma \in (t^\text{gen}_v)^wF \). Since \( wF(\sigma) = \sigma \), we get a Frobenius endomorphism

\[
wF : \mathcal{M}_\sigma \to \mathcal{M}_\sigma (\varphi, X, gT_v) \mapsto (F(\varphi), F(X), F(g)\dot{w}^{-1}T_v).
\]

Let \( \tau \in (t^\text{gen}_v)^F \). By Theorem 2.3, the following diagram commutes:

\[
\begin{array}{cccc}
H^i_c(\mathcal{M}_\tau; \overline{\mathbb{Q}}_\ell) & \rho^i(w) & H^i_c(\mathcal{M}_\tau; \overline{\mathbb{Q}}_\ell) & F^* & H^i_c(\mathcal{M}_{F(\tau)}; \overline{\mathbb{Q}}_\ell) \\
\uparrow i_{\sigma,\tau} & & \uparrow i_{F(\sigma),\tau} & & \uparrow i_{\sigma,\tau} \\
H^i_c(\mathcal{M}_\sigma; \overline{\mathbb{Q}}_\ell) & w^* & H^i_c(\mathcal{M}_{F(\sigma)}; \overline{\mathbb{Q}}_\ell) & F^* & H^i_c(\mathcal{M}_\sigma; \overline{\mathbb{Q}}_\ell).
\end{array}
\]

Note that the arrow labeled by \( w^* \) is well defined as \( F(\sigma) = \dot{w}^{-1}\sigma\dot{w} \).

Using the above diagram, the fact that \( \mathcal{M}_\tau \) has vanishing odd cohomology and applying the Grothendieck trace formula to \( wF : \mathcal{M}_\sigma \to \mathcal{M}_\sigma \), we find that

\[
\# \mathcal{M}_\sigma(K)^{wF} = \sum_i \text{Tr} \left( F^* \circ \rho^{2i}(w), H^{2i}_c(\mathcal{M}_\tau; \overline{\mathbb{Q}}_\ell) \right).
\]

It is well known [4] that the cohomology of any generic quiver variety defined over \( \mathbb{F}_q \) (i.e. with parameters in \( \mathbb{F}_q^\ell \)) is pure, in the sense that the eigenvalues of the Frobenius \( F^* \) on the compactly supported \( i \)-th cohomology have absolute value \( q^{i/2} \). (It is proved in [11], [10] that over \( \mathbb{C} \) the cohomology has pure mixed Hodge structure.) It is also well known that these quiver varieties are
polynomial count, i.e., there exists a polynomial \( P(T) \in \mathbb{Q}[T] \) such that for any finite field extension \( F_q^{\sigma} \), the evaluation of \( P \) at \( q^n \) counts the number of points of the variety over \( F_q^n \). (See, for instance, [4], [10], [11].) Since \( \tau \in (\mathbb{C}^n)^F \), the variety \( \mathcal{M}_\tau \) is thus pure and polynomial count. Hence by [4, App. A], the automorphism \( F^* \) on \( H^2(\mathcal{M}_\tau; \mathbb{Q}_\ell) \) has a unique eigenvalue \( q^i \). Hence using that the two automorphisms \( \rho^i(w) \) and \( F^* \) commute for all \( i \) and \( w \in W_\nu \), we deduce from formula (2.3) that

\[
(2.4) \quad \# \mathcal{M}_\sigma(\mathbb{K})^{wF} = \sum_i \text{Tr} \left( \rho^{2i}(w), H^2_{\mathcal{M}_\tau}(\mathbb{Q}_\ell) \right) q^i.
\]

Hence Theorem 2.6 follows from (2.4) and the following lemma.

**Lemma 2.7.** Let \( w \in W_\nu \), and let \( \sigma \) be a representative of the orbit \( O^w \) in \( (\nu)^{wF} \). Then

\[
\# \mathcal{M}_\sigma(\mathbb{K})^{wF} = \# Q^w(\mathbb{K})^F.
\]

**Proof.** The proof follows from the fact that the isomorphism \( \mathcal{M}_\sigma \to Q^w(\mathbb{K}), (\varphi, X, gT_\nu) \mapsto \varphi \) of Lemma 2.2 commutes with \( wF \) and \( F \).

\[\square\]

2.3. Counting points of \( Q^w(\mathbb{K}) \) over finite fields. In this section we will evaluate \( \# Q^w(\mathbb{F}_q) \). As in Section 1 we label the vertices of \( \Gamma \) by \( \{1, \ldots, r\} \) and we denote by \( \mathcal{P}_\nu \) the set of all multi-partitions \( (\mu^1, \ldots, \mu^r) \) of size \( (v_1, \ldots, v_r) \). The conjugacy class of an element \( w = (w_1, \ldots, w_r) \in W_\nu \) determines a multi-partition \( \lambda = (\lambda^1, \ldots, \lambda^r) \in \mathcal{P}_\nu \), where \( \lambda^i \) is the cycle type of \( w_i \in S_{\nu_i} \). We will call \( \lambda \) the cycle type of \( w \).

Let \( p_\lambda : p_\lambda(x_1) \cdots p_\lambda(x_r) \), where for a partition \( \lambda \), \( p_\lambda(x_i) \) is the corresponding power symmetric function in the variables of \( x_i = \{x_{i,1}, x_{i,2}, \ldots\} \) (see [19, Chap. I, §2]). Recall that \( \varepsilon \) denotes the sign character of \( W_\nu \). Denote by \( \mathcal{C}_\nu \) the Cartan matrix of the quiver \( \overline{\Gamma}_\nu \). Then

\[
d_\varphi := 1 - \frac{1}{2} \mathcal{C}_\nu \varepsilon
\]
equals \( \frac{1}{2} \dim Q_\varphi \) if \( Q_\varphi \) is nonempty.

The aim of this section is to prove the following theorem.

**Theorem 2.8.** Let \( w \in W_\nu \) have cycle type \( \lambda \in \mathcal{P}_\nu \). Then

\[
(2.5) \quad \# Q^w(\mathbb{F}_q) = q^{d_\varphi} \varepsilon(w) \langle \mathcal{H}(x_1, \ldots, x_r; q), p_\lambda \rangle.
\]

Fix a nontrivial additive character \( \Psi : \mathbb{F}_q \to \mathbb{C}, \) and for \( X, Y \in \mathfrak{g}l_\nu \), put \( \langle X, Y \rangle := \text{Tr}(XY) \). Denote by \( C(\mathfrak{g}l_\nu) \) the \( \mathbb{C} \)-vector space of all functions \( \mathfrak{g}l_\nu^* \to \mathbb{C} \), and define the Fourier transform \( F : C(\mathfrak{g}l_\nu) \to C(\mathfrak{g}l_\nu) \) by

\[
F(f)(X) := \sum_{Y \in \mathfrak{g}l_\nu^*} \Psi(\langle X, Y \rangle) f(Y),
\]
with $f \in C(\mathfrak{gl}_n)$ and $X \in \mathfrak{gl}_n^F$. Basic properties of $F$ can be found, for instance, in [16]. For an $F$-stable adjoint orbit $O$ of $\mathfrak{gl}_n$, we denote by $1_O \in C(\mathfrak{gl}_n)$ the characteristic function of the adjoint orbit $O^F$ of $\mathfrak{gl}_n^F$; i.e., $1_O(X) = 1$ if $X \in O^F$ and $1_O(X) = 0$ if $X \notin O^F$.

**Proposition 2.9.** For any $F$-stable generic adjoint orbit $O$ of $\mathfrak{gl}_n^0$, we have

\[
\# \left( \mu^{-1}_\gamma(O) // GL_n^F \right) = \frac{q - 1}{|GL_n^F|} \# \mu^{-1}_\gamma(O)^F
\]

\[
= \frac{(q - 1) |\text{Rep}_{F_q}(\Gamma, \nu)|}{|GL_n^F| \cdot |\mathfrak{gl}_n^F|} \sum_{X \in \mathfrak{gl}_n^F} \# \left\{ \varphi \in \text{Rep}_{F_q}(\Gamma, \nu) \mid [X, \varphi] = 0 \right\} \mathcal{F}(1_O)(X),
\]

where $[X, \varphi] = 0$ means that for each arrow $\gamma = i \to j$ in $\Omega$, we have $X_j \varphi_\gamma = \varphi_i X_i$.

**Proof.** The first equality comes from the fact that $G_\nu = GL_n / G_m$ is connected and acts freely on $\mathcal{O}^\gamma$ (see Theorem 2.1(i)). For the second, write

\[
\# \mu^{-1}_\gamma(O)^F = \sum_{z \in O^F} \# \mu^{-1}_\gamma(z)^F
\]

and use [10, Prop. 2]. \qed

In order to compute the right-hand side of formula (2.6), we need to introduce some notation. Denote by $\mathcal{O}$ the set of all $F$-orbits of $K$. The adjoint orbits of $\mathfrak{gl}_n^F$ are parametrized by the maps $h : \mathcal{O} \to \mathcal{P}$ such that $\sum_{\gamma \in \mathcal{O}} |\gamma| \cdot |h(\gamma)| = n$. Denote by $0 \in \mathcal{P}$ the unique partition of 0. The *type* of an adjoint orbit $O$ of $\mathfrak{gl}_n^F$ corresponding to $h : \mathcal{O} \to \mathcal{P}$ is defined as the map $\omega_\mathcal{O}$ that assigns to a positive integer $d$ and a nonzero partition $\lambda$ the number of Frobenius orbits $\gamma \in \mathcal{O}$ of degree $d$ such that $h(\gamma) = \lambda$.

It is sometimes also convenient (see [11]) to write a type as follows. Choose a total ordering $\geq$ on partitions that we extend to a total ordering on the set $\mathbb{Z}_{>0} \times (\mathcal{P} \setminus \{0\})$ as $(d, \lambda) \geq (d', \lambda')$ if $d \geq d'$ and $\lambda \geq \lambda'$. Then we may write the type $\omega_\mathcal{O}$ as a the strictly decreasing sequence $(d_1, \lambda^1)^{n_1} (d_2, \lambda^2)^{n_2} \cdots (d_s, \lambda^s)^{n_s}$ with $n_i = \omega_\mathcal{O}(d_i, \lambda^i)$. The set of all nonincreasing sequences $(d_1, \lambda^1)(d_2, \lambda^2) \cdots (d_s, \lambda^s)$ of size $n$ (i.e., $\sum_{i=1}^s d_i |\lambda^i| = n$) denoted by $\mathbb{T}_n$ parametrizes the types of the adjoint orbits of $\mathfrak{gl}_n^F$.

It is easy to extend this to adjoint orbits of $\mathfrak{gl}_n^F$. They are parametrized by the set of all maps $h = (h_1, \ldots, h_r) : \mathcal{O} \to \mathcal{P}^r$ such that for each $i = 1, \ldots, r$, we have $\sum_{\gamma \in \mathcal{O}} |\gamma| \cdot |h_i(\gamma)| = n_i$. A *type* of an adjoint orbit $O$ of $\mathfrak{gl}_n^F$ corresponding to $h : \mathcal{O} \to \mathcal{P}^r$ is now a map $\omega_\mathcal{O}$ that assigns to a positive integer $d$ and a nonzero multi-partition $\lambda = (\lambda^1, \ldots, \lambda^r)$ the number of Frobenius orbits $\gamma \in \mathcal{O}$ of degree $d$ such that $h(\gamma) = \lambda$. 


As above, after choosing a total ordering on the set $\mathbb{Z}_{>0} \times (\mathcal{P}^r \setminus \{0\})$ we may write $\omega_{\mathcal{O}}$ as a (strictly) decreasing sequence $(d_1, \lambda_1)^{n_1} (d_2, \lambda_2)^{n_2} \cdots (d_s, \lambda_s)^{n_s}$ with $n_i = \omega_{\mathcal{O}}(d_i, \lambda_i)$. We denote by $\mathbb{T}_\nu$ the set of all nonincreasing sequences $(d_1, \lambda_1) \cdots (d_s, \lambda_s)$ of size $\nu$ so that $\mathbb{T}_\nu$ parametrizes the types of the adjoint orbits of $\mathfrak{gl}_F^\nu$. We may also write a type $\omega \in \mathbb{T}_\nu$ as $(\omega_1, \ldots, \omega_r)$, where $\omega_i = (d_1, \lambda^{i, 1}_1)(d_2, \lambda^{i, 2}_2) \cdots$, with $\lambda^{i,j}$ the $i$-th coordinate of $\lambda_j$, is a type in $T_{n_i}$.

Given any family $\{ A_{\mu}(x_1, \ldots, x_r; q) \}_{\mu \in \mathcal{P}^r}$ of functions separately symmetric in each set $x_1, \ldots, x_k$ of infinitely many variables with $A_0 = 1$, we extend its definition to types $\omega = (d_1, \lambda_1) \cdots (d_s, \lambda_s) \in \mathbb{T}_\nu$ as

$$A_{\omega}(x_1, \ldots, x_r; q) := \prod_{i=1}^s A_{\lambda_i}(x_1^{d_i}, \ldots, x_r^{d_i}; q^{d_i}),$$

where $x^d$ stands for all the variables $x_1, x_2, \ldots$ in $x$ replaced by $x_1^{d_i}, x_2^{d_i}, \ldots$.

For $\pi = (\pi^1, \ldots, \pi^r) \in \mathcal{P}^r$, put

$$A_{\pi}(q) := \prod_{i>j \in \Omega} q^{(\pi^i, \pi^j)},$$

$$Z_{\pi}(q) := \prod_{i \in I} \prod_{j=1}^{m_k(\pi^i)} (1 - q^{-j}), \quad H_{\pi}(q) := \frac{A_{\pi}(q)}{Z_{\pi}(q)},$$

where we use the same notation as in Section 1. Then by [13, Th. 3.4], for any element $X$ in an adjoint orbit of $\mathfrak{gl}_F^\nu$ of type $\omega \in \mathbb{T}_\nu$, we have

$$\# \left\{ \varphi \in \text{Rep}_{\mathbb{F}_q}(\Gamma, \nu) \mid [X, \varphi] = 0 \right\} = A_{\omega}(q), \quad |C_{\text{GL}_F}(X)| = Z_{\omega}(q).$$

Hence,

$$\frac{1}{|\text{GL}_{\mathcal{O}}|} \sum_{X \in \text{GL}_{\mathcal{O}}} \# \left\{ \varphi \in \text{Rep}_{\mathbb{F}_q}(\Gamma, \nu) \mid [X, \varphi] = 0 \right\} \mathcal{F}(1_{\mathcal{O}})(X)$$

$$= \sum_{\omega \in \mathbb{T}_\nu} H_{\omega}(q) \sum_{\mathcal{O}'} \mathcal{F}(1_{\mathcal{O}})(\mathcal{O}'),$$

where the last sum is over the adjoint orbits $\mathcal{O}'$ of $\mathfrak{gl}_F^\nu$ of type $\omega$ and $\mathcal{F}(1_{\mathcal{O}})(\mathcal{O}')$ denotes the common value $\mathcal{F}(1_{\mathcal{O}})(X)$ for $X \in \mathcal{O}'$.

For a type $\omega = (d_1, \lambda_1) \cdots (d_s, \lambda_s) \in \mathbb{T}_\nu$, put

$$C_{\omega}^q := \begin{cases} \frac{\mu(d)}{d} (-1)^{s-1} \prod_{\lambda} \frac{(s-1)!}{m_{d, \lambda}(\omega)!} & \text{if } d_1 = d_2 = \cdots = d_s = d, \\ 0 & \text{otherwise}, \end{cases}$$

where $m_{d, \lambda}(\omega)$ denotes the multiplicity of the pair $(d, \lambda)$ in $\omega$ and where $\mu$ denotes the ordinary Möbius function.

Recall that we defined a map (see the beginning of Section 2.2) from regular semisimple adjoint orbits of $\mathfrak{gl}_F^{\mathbb{F}_q}$ to $W_\nu$. 
PROPOSITION 2.10. Let $w = (w_1, \ldots, w_r) \in W_\nu$ have cycle type $\lambda = (\lambda_1, \ldots, \lambda^r) \in P_\nu$. Let $O$ be a generic regular semisimple adjoint orbit of $\mathfrak{gl}_\nu(F_q)$ mapping to $w$, and let $\omega = (\omega_1, \ldots, \omega_r)$ be any type in $T_\nu$. Then
\[
\sum_{\mathcal{O}'} \mathcal{F}(1_O)(\mathcal{O}') = \varepsilon(w) q^{1+\delta_\nu}/2 \sum_{i=1}^r \langle \tilde{H}_\omega(x_i; q), p_N(x_i) \rangle,
\]
where the sum is over the adjoint orbits $\mathcal{O}'$ of $\mathfrak{gl}_\nu^F$ of type $\omega$, $\mathcal{F}(1_O)(\mathcal{O}')$ denotes the common value $\mathcal{F}(1_O)(X)$ for $X \in \mathcal{O}'$ and $\delta_\nu = \dim \mathrm{GL}_\nu - \dim T_\nu = \sum_i \nu_i^2 - \sum_i \nu_i$.

Proof. For a partition $\lambda = (\lambda_1, \ldots, \lambda_m)$ and $d \in \mathbb{Z}_{>0}$, define $d \cdot \lambda := (d\lambda_1, \ldots, d\lambda_m)$, and for a type $\tau = (d_1, \tau^1) \cdots (d_s, \tau^s) \in T_n$, put $[\tau] := \cup_i d_i \cdot \tau^i$, a partition of $n$. We will say that two types $\nu = (d_1, \nu^1) \cdots (d_s, \nu^s)$ and $\omega = (e_1, \omega^1) \cdots (e_t, \omega^t)$ are compatible, which we denote $\nu \sim \omega$, if $s = t$ and for each $i = 1, \ldots, s$ we have $d_i = e_i$ and $|\nu^i| = |\omega^i|$. For two partitions of same size $\lambda, \mu$ let $Q_\mu^{\lambda}(q)$ be the Green polynomial as defined, for instance, in [19, Chap. III §7]. For two compatible types $\nu$ and $\omega$, we put $Q_\nu^{\omega}(q) := \prod_i Q_\nu^{\omega_i}(q^{d_i})$ and $Q_\nu^{\omega}(q) := 0$ otherwise. Let $z_\lambda$ be the order of the centralizer of an element of cycle type $\lambda$ in $S_{|\lambda|}$. For a type $\nu = (d_1, \nu_1), \ldots, (d_r, \nu_r)$, set $z_\nu = \prod_i z_{\nu_i}$.

Notice that for $\lambda$ a partition $(d_1, d_2, \ldots, d_s)$ of $n$, we have $p_\lambda(x) = s_\tau(x)$ where $\tau \in T_n$ is the type $(d_1, 1)(d_2, 1) \cdots (d_s, 1)$. Hence by [11, Lemma 2.3.5], for any $\omega \in T_n$ and any partition $\lambda$ of $n$,
\[
\langle \tilde{H}_\omega(x; q), p_\lambda(x) \rangle = z_\lambda \sum_{\{\nu \in \mathbb{Z}_n \mid |\nu| = \lambda\}} \frac{Q_\omega^{\nu}(q)}{z_\nu}.
\]

We are therefore reduced to prove that
\[
(2.8) \quad \sum_{\mathcal{O}'} \mathcal{F}(1_O)(\mathcal{O}') = \varepsilon(w) q^{1+\delta_\nu}/2 \sum_{i=1}^r z_\lambda \sum_{\{\nu \in \mathbb{Z}_n \mid |\nu| = \lambda\}} \frac{Q_\nu^{\omega_i}(q)}{z_\nu}.
\]

The proof of this formula is similar to that of [11, Th. 4.3.1(2)], although the context is different and will require some new calculations. Embed $\mathrm{GL}_\nu$ in $\mathrm{GL}_N$ with $N = \sum_{i=1}^r \nu_i$. Write $\omega = (d_1, \mu_1) \cdots (d_s, \mu_s)$, and define $\omega = (d_1, \cup \mu_1) \cdots (d_s, \cup \mu_s) \in T_N$ where for a multi-partition $\mu = (\mu^1, \ldots, \mu^r) \in P^r$, we put $\cup \mu = \cup_i \mu^i$. If $\mathcal{O}'$ is an $F$-stable adjoint orbit of $\mathfrak{gl}_\nu$ of type $\omega$, then the unique $\mathrm{GL}_N$-adjoint orbit of $\mathfrak{gl}_N$ that contains $\mathcal{O}'$ is of type $\omega$. Consider a representative of an adjoint orbit of $\mathfrak{gl}_N^F \subset \mathfrak{gl}_N^F$ of type $\omega$ with Jordan form $\sigma + u$ where $\sigma$ is semisimple and $u$ is nilpotent. Put $L := C_{\mathrm{GL}_N}(\sigma)$, and denote by $I$ the Lie algebra of $L$ and by $z_1$ the center of $I$. Note that $I$ is not contained in $\mathfrak{gl}_\nu$ unless each for each $i$, the multi-partition $\mu_i$ has a unique nonzero coordinate, in which case $L = M := C_{\mathrm{GL}_\nu}(\sigma)$. However we always have $z_1 \subseteq \mathfrak{gl}_\nu$. Put $(z_i)_{\text{reg}} := \{ y \in z_i \mid C_{\mathrm{GL}_N}(y) = L \}$. The map that sends $z \in (z_i)_{\text{reg}}$ to the
It follows that

$$\{ g \in GL^F \mid gLg^{-1} = L, gC_u g^{-1} = C_u \}/M,$$

where $C_u$ is the $M$-orbit of $u$. Hence we may in turn identify these fibers with

$$W(\omega) := \prod_{d, \lambda} (\mathbb{Z}/d\mathbb{Z})^{m_d, \lambda}(\omega) \times S_{m_d, \lambda}(\omega).$$

It follows that

$$(2.9) \quad \sum_{\mathcal{O}'} \mathcal{F}(1_{\mathcal{O}})(\mathcal{O}') = \frac{1}{|W(\omega)|} \sum_{z \in (z_i)_{reg}} \prod_{i=1}^r \mathcal{F}^{|s_i|} (1_{\mathcal{O}_i}) (z_i + u_i),$$

where $\mathcal{F}^{|s_i|}$ denotes the Fourier transform on $gl^F$, $\mathcal{O}_i$ is the $i$-th coordinate of $\mathcal{O}$ (a $GL^F$-orbit of $gl^F$) and $z_i, u_i$ are the $i$-th coordinates of $z, u$ respectively.

It is known [16, Th. 7.3.3][11, formulas (2.5.4), (2.5.5)] that

$$\mathcal{F}^{|s_i|} (1_{\mathcal{O}_i}) (z_i + u_i) = \varepsilon(w_i)q^{\frac{1}{2}(v_i^2 - v_i)}|M_i^-|^{-1} \times \sum_{h \in GL^F_{l\lambda_i} \mid h^{-1} z_i h \in t_{l\lambda_i}} Q_{hT_{\lambda_i}h^{-1}}^M (u_i + 1) \Psi \left( \left\langle X_i, h^{-1} z_i h \right\rangle \right),$$

where $X_i$ is a fixed element in $GL^F$, $T_{\lambda_i}$ is the unique $F$-stable maximal torus of $GL_{l\lambda_i}$ whose Lie algebra $t_{l\lambda_i}$ contains $X_i$, $M_i = C_{GL_{l\lambda_i}}(z_i)$ and where $Q_{hT_{\lambda_i}h^{-1}}^M$ is the Green function defined by Deligne and Lusztig. (The values of these functions are products of usual Green polynomials.)

It follows that

$$\sum_{\mathcal{O}'} \mathcal{F}(1_{\mathcal{O}})(\mathcal{O}') = \frac{1}{|W(\omega)|} \varepsilon(w)q^{\frac{1}{2}(\sum v_i^2 - \sum v_i)} \times \sum_{h=(h_1, \ldots, h_r)} \Phi_h(u) \sum_{z \in (z_i)_{reg}} \prod_{i=1}^r \Psi \left( \left\langle X_i, h_i^{-1} z_i h_i \right\rangle \right)$$

$$= \frac{1}{|W(\omega)|} \varepsilon(w)q^{\frac{1}{2}(\sum v_i^2 - \sum v_i)} \sum_h \Phi_h(u) \sum_{z \in (z_i)_{reg}} \Psi \left( \left\langle X, h^{-1} z h \right\rangle \right),$$

where $h = (h_1, \ldots, h_r)$ runs over the set

$$\{ h \in GL^F \mid hT_{\lambda}h^{-1} \subset M \} = \{ h \in GL^F \mid z \in hT_{\lambda}h^{-1} \},$$

with $T_{\lambda} := \prod_{i=1}^r T_{\lambda_i}, X := (X_i)_{i=1, \ldots, r} \in t_{\lambda} \cap \mathcal{O}$ and where to simplify, we set

$$\Phi_h(u) := \prod_{i=1}^r |M_i^-|^{-1} Q_{h_i T_{\lambda_i} h_i^{-1}}^M (u_i + 1).$$
To finish the proof it suffices to check the following two formulas:

\[
\sum_{z \in (\mathfrak{z})_{\text{reg}}} \Psi \left( \langle X, h^{-1}zh \rangle \right) = \begin{cases} 
(-1)^{s-1} \mu(d)(s-1)! & \text{if } d_i = d \text{ for all } i = 1, \ldots, s, \\
0 & \text{otherwise},
\end{cases}
\]

\[
\sum_{h} \Phi_{h}(u) = \prod_{i=1}^{r} z_{\lambda_{i}} \sum_{\nu \in T_{\alpha} \mid [\nu] = \lambda_{i}} \frac{Q^{\omega_{i}}(q)}{z_{\nu}},
\]

where recall that \( \omega = (d_{1}, \mu_{1}), (d_{2}, \mu_{2}), \ldots \).

The proof of the second formula is contained in the proof of [11, Th. 4.3.1(2)]. For the first formula, by [17, Prop. 6.8.3], it is enough to prove that the linear character \( \Theta : t_{\mathfrak{gl}} \to \mathbb{C} \), \( z \mapsto \Psi \left( \langle X, z \rangle \right) \) is a generic character; i.e., the restriction of \( \Theta \) to \( z_{F}^{\mathfrak{gl}_{N}} \) is trivial and for any \( F \)-stable Levi subgroup \( L \) (of some parabolic subgroup) of \( \mathbf{GL}_{N} \) that contains \( T_{\lambda} \), the restriction of \( \Theta \) to \( z_{F}^{L} \) is nontrivial unless \( L = \mathbf{GL}_{N} \).

But \( \Theta \) is generic because the adjoint orbit \( O \) is generic. Indeed, since \( \text{Tr}(O) = 0 \), we have \( \Theta |_{z_{F}^{\mathfrak{gl}_{N}}} = 1 \). Now assume that \( L \supseteq T_{\lambda} \) satisfies \( \Theta |_{z_{F}^{L}} = 1 \).

There is a decomposition \( \mathbb{K}^{N} = W_{1} \oplus W_{2} \oplus \cdots \oplus W_{s} \), with \( W_{j} \neq 0 \), such that \( L \) is \( \mathbf{GL}_{N} \)-conjugate to \( \bigoplus_{i} \mathfrak{gl}(W_{i}) \). An element \( z \in z_{i} \) is of the form \( (\xi_{1}t_{1}, \ldots, \xi_{s}t_{s}) \), where \( \xi_{1}, \ldots, \xi_{s} \in \mathbb{K} \) and where \( t_{j} \) denotes the identity endomorphism of \( W_{j} \).

Denote by \( X^{j} \) the \( \mathfrak{gl}(W_{j}) \) coordinate of \( X \). Since \( \Theta |_{z_{F}^{L}} = 1 \), we must have \( \langle X, z \rangle = \sum_{j=1}^{s} \xi_{j} \text{Tr}(X^{j}) = 0 \) for all \( z = (\xi_{1}t_{1}, \ldots, \xi_{s}t_{s}) \), and so \( \text{Tr}(X^{j}) = 0 \) for all \( j = 1, \ldots, s \). Now \( \mathfrak{gl}_{v} \) and \( l \) are two Levi sub-algebras of \( \mathfrak{gl}_{N} \) that contain \( t_{\lambda} \), hence \( \mathfrak{gl}_{v} \cap l \simeq \bigoplus_{i,j} \mathfrak{gl}(U_{i,j}) \) where \( W_{j} = \bigoplus_{i} U_{i,j} \). For each \( j = 1, \ldots, s \), the space \( \bigoplus_{i} U_{i,j} \) is also a graded subspace of \( \mathbb{K}^{N} = \mathbb{K}^{v} \) on which \( X \) acts by \( X^{j} \), and so by the genericity assumption we must have \( W_{j} = \mathbb{K}^{N} \) i.e. \( L = \mathbf{GL}_{N} \). \( \square \)

**Proof of Theorem 2.8.** By definition (1.8),

\[
d_{\varphi} = \sum_{i \rightarrow j \in \Omega} v_{i}v_{j} - \sum_{i} v_{i}^{2} + \delta_{\varphi} + 2 = \dim \text{Rep}_{\mathbb{K}}(\Gamma, \varphi) - \dim \mathfrak{gl}_{v} + 1 + \delta_{\varphi}/2.
\]

Hence applying formula (2.7) and Proposition 2.10, we find ([11, Formula (2.3.9)]) that

\[
\# \mathcal{Q}^{\varphi}(\mathbb{F}_{q}) = \varepsilon(w)(q-1)q^{d_{\varphi}} \left\langle \sum_{\omega \in \mathcal{T}_{\varphi}} C^{\omega}_{\varphi} \mathcal{H}_{\omega}(q) \prod_{i=1}^{r} \tilde{H}_{\omega_{i}}(\xi_{i}; q), p_{\lambda} \right\rangle = \varepsilon(w)(q-1)q^{d_{\varphi}} \left\langle \log \left( \sum_{x=(n_{1}, \ldots, n_{r}) \in \mathcal{P}_{r}} \mathcal{H}_{x}(q) \prod_{i=1}^{r} \tilde{H}_{x_{i}}(\xi_{i}; q) \right), p_{\lambda} \right\rangle. \quad \square
\]
2.4. Kac polynomials. We start with a general fact about extracting Kac polynomials of the quivers $\Gamma_\mu$ from the generating function $\mathbb{H}(x_1, \ldots, x_r; q)$ defined in (1.4). This is similar to [12, Th. 3.2.7], and hence we omit the proof. For any multi-partition $\mu \in \mathcal{P}_r$, denote by $A_\mu(q)$ the Kac polynomial associated with $(\Gamma_\mu, v_\mu)$, where $v_\mu$ is defined as in Section 1 with $v = |\mu|$. For a partition $\lambda$, denote by $h_\lambda$ the complete symmetric function as in [19].

**Theorem 2.11.** For any $\mu \in \mathcal{P}_r$, we have $\langle \mathbb{H}(x_1, \ldots, x_r; q), h_\mu \rangle = A_\mu(q)$.

**Proof of Theorem 1.4.** We start by proving (i). Let us denote here by $Q_\nu / \mathbb{C}$ and $\tilde{Q}_\nu / \mathbb{F}_q$ the associated quiver varieties over the indicated field. Assume also that the characteristic of $\mathbb{F}_q$ is large enough so that the results of Section 2.2 apply. Combining Theorem 2.6 and Theorem 2.8, we find that

$$\langle \mathbb{H}(x_1, \ldots, x_r; q), p_\lambda \rangle = \varepsilon(w) \sum_i \text{Tr} \left( \rho^{2i}(w), H_c^{2i} \left( \overline{Q}_\nu / \overline{Q}_\ell \right) \right) q^{-d_\nu}.$$

(2.10)

The Schur functions $s_\mu$, with $\mu \in \mathcal{P}_r$, decompose into power symmetric functions as $s_\mu = \sum_{\lambda \in \mathcal{P}_r} \chi^\mu_\lambda p_\lambda$, where $\chi^\mu_\lambda$ is the value of the irreducible character $\chi^\mu$ of $W_\nu$ at an element $w \in W_\nu$ of cycle type $\lambda$. We then deduce from formula (2.10) that

$$\langle \mathbb{H}(x_1, \ldots, x_r; t), s_\mu \rangle = t^{-d_\nu} \sum_i \langle \chi^\mu_\lambda, \rho^{2i} \rangle_{W_\nu} t^i.$$

From Proposition 2.5 and the comment below that proposition, the above formula remains true if we replace $\rho^i$ by $\rho^i$, and Theorem 1.4(i) follows. Note that $\mathbb{H}^\mu(t)$ is a polynomial since $H_c^i(\overline{Q}_\nu; \mathbb{C}) = 0$ unless $d_\nu \leq i \leq 2d_\nu$ as the variety $\overline{Q}_\nu$ is affine.

We now proceed with the proof of (ii). Consider the partial ordering $\succeq$ on partitions defined as $\lambda \succeq \mu$ if for all $i$, we have $\sum_i \lambda_i \leq \sum_i \mu_i$. Extend this ordering on multi-partitions by declaring that $\alpha \succeq \beta$ if and only if for all $i$, we have $\alpha^i \succeq \beta^i$. A simple calculation shows that if $\alpha \succeq \beta$ and $\alpha \neq \beta$ for any two multi-partitions in $\mathcal{P}_r$, then $d_\beta < d_\alpha$.

Using the relations between Schur functions and complete symmetric functions [19, p. 101] together with Theorem 2.11, we find that

$$A_\lambda(q) = \sum_{\mu \succeq \lambda} K'_{\lambda \mu} \mathbb{H}^\mu(q), \quad \mathbb{H}_q^\mu(q) = \sum_{\lambda \succeq \mu} K^\ast_{\mu \lambda} A_\lambda(q),$$

where $K = (K_{\lambda \mu})$ is the matrix of Kostka numbers and where $K'$ and $K^\ast$ are respectively the transpose and the transpose inverse of $K$. Recall [14, §1.15] that, if nonzero, $A_\mu(q)$ is monic of degree $d_\mu$, and $A_\mu(q)$ is nonzero if and only if $v_\mu$ is a root of $\Gamma_\mu$. With $A_\mu(q) = 1$ if and only if $v_\mu$ is real [14, §1.10]. Since $K'_{\mu \mu} = 1$ and since the polynomials $A_\lambda(q)$, with $\lambda \succeq \mu$, $\lambda \neq \mu$, are of degree strictly less than $d_\mu$, we deduce from the second equality (2.11) that if $v_\mu$ is a root, then $\mathbb{H}_q^\mu(q)$ is monic of degree $d_\mu$. Conversely if $\mathbb{H}_q^\mu(q)$ is nonzero, then
by the first formula (2.11), the polynomial $A_\mu(q)$ must be nonzero (i.e., $v_\mu$ is a root) as the Kostka numbers are nonnegative, $K_{\mu\mu} = 1$ and $H^*_\mu(q)$ has nonnegative coefficients. This completes the proof.

3. DT-invariants for symmetric quivers

3.1. Preliminaries. Denote by $\Lambda$ the ring of symmetric functions in the variables $x = \{x_1, x_2, \ldots\}$ with coefficients in $Q(q)$ and $\Lambda_n$ those functions in $\Lambda$ homogeneous of degree $n$. We define the $u$-specialization of symmetric functions as the ring homomorphism $\Lambda \to Q[u]$ that on power sums behaves as $p_r(x) \mapsto 1 - u^r$. In plethystic notation this is denoted by $f \mapsto f[1-u]$.

Note that for any $f \in \Lambda_n$, the $u$-specialization $f[1-u]$ is a polynomial in $u$ of degree at most $n$. We will need to consider the effect of taking top degree coefficients in $u$ after $u$-specialization. Define the top degree of $f \in \Lambda_n$ as $[f] := u^n f[1-u^{-1}]|_{u=0}$.

It is a crucial fact for what follows that the operations of $u$-specialization and of taking its top degree coefficient commute with the Log map. More precisely, we have the following facts whose proofs we only sketch.

Proposition 3.1. Let $\Omega(x; T) = \sum_{n \geq 0} A_n(x) T^n \in \Lambda[[T]]$ be a power series with $A_n(x) \in \Lambda_n$, and let $V_n(x) \in \Lambda$ be defined by $\sum_{n \geq 1} V_n(x) T^n := \log \Omega(x; T)$.

Then we have

$$\sum_{n \geq 1} V_n[1-u] T^n = \log \sum_{n \geq 0} A_n[1-u] T^n, \quad \sum_{n \geq 1} [V_n] T^n = \log \sum_{n \geq 0} [A_n] T^n.$$

Proof. The key point is the identity $p_{dr}[1-u] = 1 - u^{rd} = p_r[1-u^d]$. □

Proposition 3.2. For any partition $\lambda \in \mathcal{P}$, we have

(i) $\tilde{H}_\lambda(q)[1-u] = (u)_l$, where $l := l(\lambda)$ is the length of $\lambda$ and $(u)_l := \prod_{i=1}^l (1 - q^{i-1}u)$.

(ii) $[\tilde{H}_\lambda]$ is zero unless $\lambda = (1^n)$ when it equals $(-1)^n q^n$.

Proof. The specialization (i) follows from the corresponding result for Macdonald polynomials; see [8, Cor. 2.1]. The second claim is an immediate consequence of (i). □

Lemma 3.3. For the Schur function $s_\lambda$, we have that $s_\lambda[1-u]$ is zero unless $\lambda = (r, 1^{n-r})$ with $1 \leq r \leq n$ is a hook, in which case it equals $(-u)^{n-r}(1-u)$. In particular, for $f \in \Lambda_n$, we have

$$[f] = (-1)^n \langle f, s_{(1^n)} \rangle.$$

Proof. The identity follows from the known $u$-specialization of the Schur functions [8, (2.15)]. □
3.2. DT-invariants. In this section we prove a somewhat more general case of Proposition 1.3(ii). We work with a symmetric quiver (a quiver with as many arrows going from the vertex $i$ to $j$ as arrows going from $j$ to $i$) instead of the double of a quiver (see Remark 1.2). The only difference is that the double of a quiver has an even number of loops at every vertex whereas a symmetric quiver may not. We deal with this by attaching an arbitrary number of legs to each vertex instead of just one. In general, the parity of the number of legs required at a vertex is the opposite of that of the number of loops at $i$.

Concretely, attach $k_i \geq 1$ infinite legs to each vertex $i \in I$ of $\Gamma$. The orientation of the arrows ultimately does not matter, but say all the arrows on the new legs point towards the vertex. Consider the following generalization of (1.4):

\[(3.3) \quad \mathbb{H}(\mathbf{x}; q) := (q - 1) \log \left( \sum_{\pi \in \mathcal{P}_r} \mathcal{H}_\pi(q) \tilde{H}_\pi(\mathbf{x}; q) \right), \quad \text{with} \quad \tilde{H}_\pi(\mathbf{x}; q) := \prod_{i=1}^{r} \prod_{j=1}^{k_i} \tilde{H}_{\pi_{i,j}}(\mathbf{x}^{i,j}; q), \]

and $\mathbf{x}^{i,j} = (x_1^{i,j}, x_2^{i,j}, \ldots)$ for $i = 1, \ldots, r$ and $j = 1, \ldots, k_i$ are independent sets of infinitely many variables.

Given a multi-partition $\mathbf{\mu} = (\mu^{i,j})$ where $i = 1, \ldots, r$ and $j = 1, \ldots, k_i$, define

\[(3.4) \quad s_{\mu}(\mathbf{x}) := \prod_{i=1}^{r} \prod_{j=1}^{k_i} s_{\mu^{i,j}}(\mathbf{x}^{i,j}), \quad \mathbb{H}_{\mu}^s(q) := \langle \mathbb{H}(\mathbf{x}; q), s_{\mu}(\mathbf{x}) \rangle. \]

Note that $\mathbb{H}_{\mu}^s(q)$ is zero unless $|\mu^{i,1}| = |\mu^{i,2}| = \cdots = |\mu^{i,k_i}|$ for each $i = 1, \ldots, r$.

For $\mathbf{v} \in \mathbb{Z}^r \setminus \{0\}$, denote by $1^\mathbf{v}$ the multi-partition $(\mu^{i,j})$ where for every $j = 1, \ldots, k_i$, either $\mu^{i,j} = 1^v_i$ if $v_i > 0$ or $\mu^{i,j} = 0$ otherwise.

**Proposition 3.4.** We have

\[(3.5) \quad (q - 1) \log \left( \sum_{\mathbf{v} \in \mathbb{Z}^r \setminus \{0\}} \frac{q^{-\frac{1}{2}(\gamma(\mathbf{v}) + \delta(\mathbf{v}))}}{(q^{-1})^{\mathbf{v}}} (-1)^{\delta(\mathbf{v})} T^\mathbf{v} \right) \]

\[= \sum_{\mathbf{v} \in \mathbb{Z}^r \setminus \{0\}} \mathbb{H}_{1^\mathbf{v}}(q)(-1)^{\delta(\mathbf{v})} T^\mathbf{v}, \]

where

\[\gamma(\mathbf{v}) := \sum_{i=1}^{r} (2 - k_i) v_i^2 - 2 \sum_{i \rightarrow j \in \Omega} v_i v_j, \quad \delta(\mathbf{v}) := \sum_{i=1}^{r} k_i v_i, \]

and $(\mathbf{v}) := (q)_{v_i} \cdots (q)_{v_r}$ with $(q)_s := (1 - q) \cdots (1 - q^s)$.

**Proof.** By (3.4), we have $\mathbb{H}(\mathbf{x}; q) = \sum_{\mu} \mathbb{H}_{\mu}^s(q)s_{\mu}(\mathbf{x})$. Apply Proposition 3.1(ii) to all the variables $\mathbf{x}^{i,j}$ in (3.3) to get

\[\sum_{\mu} \mathbb{H}_{\mu}^s(q)[s_{\mu}(\mathbf{x})]T^{\mu} = (q - 1) \log \left( \sum_{\pi \in \mathcal{P}_r} \mathcal{H}_\pi(q) [\tilde{H}_\pi(\mathbf{x}; q)] T^{\pi} \right),\]
where \( \mu \) runs through the nonzero multi-partitions \((\mu^i,j)\) with \(|\mu^i,j| = v_i\) for some \(v_i \in \mathbb{Z}_{\geq 0}\) independent of \(j\). \(T^{[\mu]} := \prod_i T_i^{v_i}\) and \(T^{[\pi]} := \prod_i T_i^{v_i}\). A calculation using Proposition 3.2(ii) shows that the right-hand side equals

\[
(q - 1) \log \left( \sum_{\mathbf{v} \in \mathbb{Z}_{\geq 0}^r} \frac{q^{-(\gamma(\mathbf{v}) + \delta(\mathbf{v}))}}{(q^{-1})^v} (-1)^{\delta(\mathbf{v})} T^\mathbf{v} \right).
\]

Finally, (3.2) shows that the left-hand side equals \(\sum_{\mathbf{v} \in \mathbb{Z}_{\geq 0}^{r'}} \mathbb{H}_{1;\mathbf{v}}^*(q) (-1)^{\delta(\mathbf{v})} T^\mathbf{v}\) and our claim is proved.

Now let \(\Gamma' = (I, \Omega')\) be any symmetric quiver with \(r\) vertices. The Donaldson–Thomas invariants for a symmetric quiver \(\Gamma'\), as defined by Kontsevich and Soibelman, are given as follows in an equivalent formulation. Let \(c_{\mathbf{v},k}\) be the coefficients in the generating function identity

\[
(3.6) \quad \log \sum_{\mathbf{v}} \frac{(-q^{1/2})^{\gamma(\mathbf{v})}}{(q)^{\mathbf{v}}} T^\mathbf{v} = (1 - q)^{-1} \sum_{\mathbf{v}} \sum_{k} (-1)^{k} c_{\mathbf{v},k} q^{k/2} T^\mathbf{v},
\]

where \(\gamma'(\mathbf{v}) := \sum_{i=1}^r v_i^2 - \sum_{i,j \in \Omega'} v_i v_j\). We know ([7, p.15]) that \(\sum_{k} c_{\mathbf{v},k} q^{k/2}\) is a Laurent polynomial in \(q^{1/2}\) and if \(c_{\mathbf{v},k}\) is nonzero, then \(k \equiv \gamma'(\mathbf{v}) \mod 2\) ([7, Th. 4.1]). Since \(\Gamma'\) is symmetric, we also have \(\gamma'(\mathbf{v}) \equiv \delta'(\mathbf{v}) \mod 2\), where \(\delta'\) is a fixed linear form

\[
\delta'(\mathbf{v}) := \sum_{i=1}^r k'_i v_i, \quad k'_i \in \mathbb{Z}_{\geq 0}, \quad k'_i \equiv a'_{i,i} - 1 \mod 2,
\]

with \(a'_{i,i}\) the number loops at the vertex \(i\) of \(\Gamma'\). Changing \(q \mapsto q^{-1}\) and then \(T_i \mapsto q^{-k'_i/2} T_i\), we extend the definition of \(\text{DT}_{\mathbf{v}}\) given in 1.3 to \(\Gamma'\) by setting

\[
(3.7) \quad (q - 1) \log \sum_{\mathbf{v}} \frac{q^{-(\gamma'(\mathbf{v}) + \delta'(\mathbf{v}))}}{(q^{-1})^v} (-1)^{\delta'(\mathbf{v})} T^\mathbf{v} =: \sum_{\mathbf{v} \in \mathbb{Z}_{\geq 0}^{r'} \setminus \{0\}} \text{DT}_{\mathbf{v}}(q) (-1)^{\delta'(\mathbf{v})} T^\mathbf{v}.
\]

Up to powers of \(q\), the definition of \(\text{DT}_{\mathbf{v}}(q)\) is independent of the choice of linear form \(\delta'\), and we do not include it in the notation. We would like to match (3.7) with (3.5) by making appropriate choices for \(\Gamma\) and \(k_i\). Denote by \(a_{i,j}\) (resp. \(a'_{i,j}\)) the number of arrows of \(\Gamma\) (resp. \(\Gamma'\)) going from \(i\) to \(j\). To match \(\gamma\) with \(\gamma'\) requires that

\[
(3.8) \quad a'_{i,j} + a'_{j,i} = 2(a_{i,j} + a_{j,i}), \quad i \neq j, \quad k_i - 2 + 2a_{i,j} = -1 + a'_{i,j}.
\]

This we can always do (typically in more than one way) because \(\Gamma'\) is symmetric. We have then

**Proposition 3.5.** With the above notation, let \(\Gamma\) be a quiver and \(k_i\) be integers satisfying (3.8). Then for all \(\mathbf{v} \in \mathbb{Z}_{\geq 0}^{r'} \setminus \{0\},

\[
(3.9) \quad \text{DT}_{\mathbf{v}}(q) = q^{\delta'(\mathbf{v}) - \delta'(\mathbf{v})} \mathbb{H}_{1;\mathbf{v}}^*(q).
\]
A special case of Proposition 3.5 is when $\Gamma' = \Gamma$ for some quiver $\Gamma$. In this case we may take $k_i = k'_i = 1$ for all $i$ and (3.9) is Proposition 1.3(ii).
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