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Abstract

Using transcendence theory we prove the AndrÉ-Oort conjecture in case of the Shimura variety $\mathbb{A}^2_\mathbb{C}$. It is well known that this result implies the AndrÉ-Oort conjecture for a product of two arbitrary modular curves. In contrast to all previous proofs we obtain a result that is at once effective and unconditional.

1. Introduction

This article is devoted to a new proof of the AndrÉ-Oort conjecture for a product of two modular curves. For the specialist, we state the AndrÉ-Oort conjecture in the most general case without explaining the terminology involved, which is of no further use in this article.

Conjecture. Let $(G, X)$ be a Shimura datum, $K$ a compact open subgroup of $G(\mathbb{A}_f)$, and $S \subseteq \text{Sh}_K(G, X)(\mathbb{C})$ a set of points of Hodge type. Then every irreducible component of the Zariski closure $\overline{S}^{\text{zar}}$ of $S$ in $\text{Sh}_K(G, X)_\mathbb{C}$ is a subvariety of Hodge type.

Under the Generalized Riemann Hypothesis this conjecture was proved by Edixhoven and Yafaev for certain simple Shimura varieties $\text{Sh}_K(G, X)$ [8], [9], [10], [28] and eventually by Klingler, Ullmo, and Yafaev [18], [26] in general. Edixhoven and Yafaev also proved the above conjecture unconditionally if all points of $S$ are contained in one Hecke orbit [11]. In the case of a product of two modular curves, conditional height bounds for special points on nonspecial subvarieties were explicitly given by Breuer [4]. Unconditional proofs of the AndrÉ-Oort conjecture in special cases were obtained by AndrÉ[1] [1] using transcendence theory and more recently by Pila [21], [22]. For this, Pila used an improvement of a technique due to Bombieri and himself [3] for bounding
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For a detailed exposition of AndrÉ’s proof in [1], which also fills in a gap, we refer to a recent book [30] of Zannier.
the number of rational points on the transcendental part of analytic varieties. This improvement, developed jointly by Pila and Wilkie [23], makes essential use of techniques from mathematical logic; in particular, o-minimal structures. It should be mentioned that the proof of the Manin-Mumford conjecture given by Pila and Zannier [24] and a result of Masser and Zannier [20], which both used [23], foreshadowed the proof pinned down in [22]. In all but a few cases, it is not known whether the obtained bounds can be made effective.

In this article we establish the first\(^2\) unconditional and effective proof of the André-Oort conjecture for products of two modular curves. Before giving our main results let us mention the problems hindering both André and Pila from obtaining unconditional effective results: The proof of André relies on a noneffective theorem of Chowla [5] on the growth of the genus class number of imaginary quadratic fields. Similarly, in order to give suitable lower bounds for the cardinality of Galois orbits of special points, Pila relies on the noneffective theorem of Siegel-Brauer on the growth of the class number of imaginary quadratic fields. For the class number of imaginary quadratic fields, effective lower bounds are known by work of Goldfeld [14], Gross and Zagier [15]. Nevertheless, they are too weak for the model-theoretic approach given by Pila. For the genus class number, which is the number of ideal classes in the principal genus, no effective lower bound is known.

It is well known (cf. Proposition 2.1 of [10]) that the André-Oort conjecture for products of two modular curves is equivalent to the more elementary statement below. We call a point of \(\mathbb{A}^2(\mathbb{C})\) a CM-point of discriminant \((\Delta_1, \Delta_2)\) if both its coordinates are singular moduli associated with complex elliptic curves whose endomorphism rings are of discriminants \(\Delta_1\) and \(\Delta_2\), respectively. Given a positive integer \(m\), we denote by \(\Phi_m(X,Y)\) the \(m\)-th modular transformation polynomial and by \(V(\Phi_m)\) its zero set, the \(m\)-th modular curve.

**Theorem 1.** Let \(C\) be a geometrically irreducible algebraic curve in the two-dimensional complex affine space \(\mathbb{A}^2(\mathbb{C})\). Then, there exist infinitely many CM-points on \(C\) if and only if either

1. \(C\) is a horizontal line \(\mathbb{A}^1(\mathbb{C}) \times \{j_0\}\), where \(j_0\) is a singular modulus, or
2. \(C\) is a vertical line \(\{j_0\} \times \mathbb{A}^1(\mathbb{C})\), where \(j_0\) is a singular modulus, or
3. \(C\) is a modular curve \(V(\Phi_m)\).

\(^2\)While still writing this article (March 2011), the author got knowledge of the fact that Yuri Bilu, David Masser, and Umberto Zannier obtained simultaneously a similar result. They also proved that no two singular moduli \(j(\tau_1), j(\tau_2)\) satisfy \(j(\tau_1) + j(\tau_2) = 1\) or \(j(\tau_1)j(\tau_2) = 1\). The former result, stated below as **Theorem 5**, will be contained in another publication of the author, while the latter one will be the subject of a joint publication of Bilu, Masser, and Zannier.
Our main result is an effective version of Theorem 1, which we obtain by using transcendence theory as a major tool. We give it as Theorem 2 and refer to Section 6 for a deduction of Theorem 1 from it. Here, for an algebraic curve $C$, whose ideal is generated by a polynomial $P \in \mathbb{Q}[X_1, X_2]$, we understand by $h(C)$ the projective height of $P$. It is easy to see that $h(C)$ is well defined this way. See Section 2.2 for details on heights.

**Theorem 2.** For all $\varepsilon > 0$ and positive integers $\delta$ and $D$, there exists an effectively computable constant $C_1(\varepsilon, \delta, D) > 0$ with the following property: Let $C \subset \mathbb{A}^2(\mathbb{C})$ be a geometrically irreducible algebraic curve defined over a number field $\mathbb{K}$. For $i = 1, 2$, denote the degree of $X_i|_C : C \to \mathbb{C}$ by $\delta_i$ and assume $\delta_i > 0$. Then,

$$\max\{|\Delta_1|, |\Delta_2|\} < C_1(\varepsilon, \max\{\delta_1, \delta_2\}, [\mathbb{K} : \mathbb{Q}]) \max\{1, h(C)\}^{8+\varepsilon}$$

for every CM-point of discriminant $(\Delta_1, \Delta_2)$ that is on $C$ but not on any modular curve $V(\Phi_m)$, $1 \leq m \leq 4 \max\{\delta_1, \delta_2\}^5$.

We give a short summary of our proof of Theorem 2, which is given in Sections 4 and 5. Consider the toroidal compactification $\mathbb{P}^1(\mathbb{C}) \times \mathbb{P}^1(\mathbb{C})$ of $\mathbb{A}^2(\mathbb{C})$, and denote its cuspidal stratification $\mathbb{A}^1(\mathbb{C}) \times \{\infty\} \cup \{\infty\} \times \mathbb{A}^1(\mathbb{C})$ by $Y_{\text{cusp}}$. For all but finitely many CM-points $x$, there exists a Galois automorphism $\sigma \in \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$ such that $x^\sigma$ is contained in a sufficiently small neighborhood of $Y_{\text{cusp}}$. Let $x^\sigma$ be such a CM-point of discriminant $(\Delta_1, \Delta_2)$ on $C$. It suffices now to show Theorem 2 for $x^\sigma$ on $C^\sigma$. We have to distinguish two cases. Either $x^\sigma$ is close to some point of $\mathbb{C}^{\text{mod}}(\overline{\mathbb{Q}}) \cap (\mathbb{A}^1(\mathbb{C}) \times \{\infty\} \cup \{\infty\} \times \mathbb{A}^1(\mathbb{C}))$ or it is close to $(\infty, \infty)$. In the first case we construct a linear form $\Lambda$ in elliptic logarithms, following Andrè [1]. The so-constructed linear form $\Lambda$ takes a small nonzero absolute value. Then we apply an elliptic transcendence measure originally due to Masser [19] and deduce an upper bound on $|\Delta_1|$ and $|\Delta_2|$ of the sort stated in Theorem 2. Instead of the original result in [19] we use here a more explicit transcendence measure given by David and Hirata-Kohno [7]. If $x^\sigma$ is close to $(\infty, \infty) \in Y_{\text{cusp}}$, then we construct a linear form $\Lambda$ in logarithms of algebraic numbers with algebraic coefficients from the fact that near $\infty$ the $j$-function can be well approximated by the first two terms of its $q$-expansion $e^{-2\pi i r} + 744 + 2^{10} P(e^{2\pi i r})$, $P \in \mathbb{Z}[[X]]$. In case of $\Lambda = 0$ we deduce by Baker’s Theorem a $\mathbb{Q}$-linear dependence relation between the coefficients of $\Lambda$, which implies that $\sqrt{\Delta_1/\Delta_2}$ is rational. As can be shown, a CM-point of discriminant $(\Delta_1, \Delta_2)$ is on a modular curve if and only if $\sqrt{\Delta_1/\Delta_2}$ is rational. This idea makes the use of class field theory as in [1] redundant. It only remains to bound the degree of the modular curve $V(\Phi_m)$ containing $x^\sigma$. Finally, from $\Lambda \neq 0$ we infer again by Baker’s Theorem a bound for $|\Delta_1|$ and $|\Delta_2|$. For an overview on different versions of Baker’s Theorem, including the state of the art, we refer to Section 2.8 of [2].
A lack of sufficiently good bounds for linear forms in elliptic logarithms leads to the exponent \((8 + \varepsilon)\) in Theorem 2. An elliptic analogue of the Lang-Waldschmidt conjecture (Conjecture 1.7 of [7]) would give \((2 + \varepsilon)\) instead. In addition, it is noteworthy that we invoke Baker’s Theorem for linear forms with (essentially) purely imaginary coefficients. This is in stark contrast to its usual application in solving diophantine equations, where only rational coefficients appear.

Finally, we state three theorems, which are consequences of the results in this article and whose proofs are left to future publication. We note that Theorem 3 reproves a result of Pila in [21], while Theorems 4 and 5 are new to the literature.

**Theorem 3.** With the notations and assumptions of Theorem 2 there exists a constant \(C'_1(\max\{\delta_1, \delta_2\}, [K : Q])\) such that if there exists a CM-point of discriminant \((\Delta_1, \Delta_2)\) on \(C\), then either
\[
\max\{|\Delta_1|, |\Delta_2|\} < C'_1(\max\{\delta_1, \delta_2\}, [K : Q])
\]
or \(C\) is one of the curves mentioned in Theorem 1.

**Theorem 4.** There exists an effective constant \(C_2(\max\{\delta_1, \delta_2\}, [K : Q])\) such that
\[
\max\{|\Delta_1|, |\Delta_2|\} < C_2(\max\{\delta_1, \delta_2\}, [K : Q])
\]
for every CM-point of discriminant \((\Delta_1, \Delta_2)\) on \(C\) that is not contained in any modular curve.

We emphasize that the constant \(C_2\) in Theorem 4 is effectively computable, whereas \(C'_1\) in Theorem 3 is not.

**Theorem 5.** There exist no singular moduli \(j(\tau_1), j(\tau_2)\) such that \(j(\tau_1) + j(\tau_2) = 1\).
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2. Preliminaries

2.1. Notations. Throughout this article \(\log : \mathbb{C}\setminus(-\infty, 0] \to \mathbb{C}\) denotes the principal branch of the logarithm with base \(e\). For a nonnegative real number \(r\), we define \(\log^+ r = \log \max\{1, r\}\) and \(\log \log^+ r = \log^+(\log^+(r))\).
The total degree of a polynomial $P$ in several variables is written $\deg(P)$, while the partial degree of $P$ with respect to a certain indeterminate $X$ is written $\deg_X(P)$.

2.2. Heights. For the convenience of the reader, we first recall some well-known facts about heights. We refer to [29] for more details. In this section, $K$ denotes an arbitrary number field. For a point $p = (p_0 : p_1 : \cdots : p_n)$ of $\mathbb{P}^n(K)$, we define its (absolute logarithmic) Weil height by

$$h(p) = h(p_0 : \cdots : p_n) = \frac{1}{[K : \mathbb{Q}]} \sum_{\nu} [K_{\nu} : \mathbb{Q}_{\nu}] \log \max\{|p_0|_{\nu}, |p_1|_{\nu}, \ldots, |p_n|_{\nu}\},$$

where $\nu$ runs through all archimedean and nonarchimedean places of $K$. Here, for an archimedean place $\nu$ represented by $\sigma : K \to \mathbb{C}$ we set $|\alpha|_{\nu} = |\sigma(\alpha)|$, and for a nonarchimedean place $q$ the value $|\cdot|_q$ is normalized such that $|q|_q = q^{-1}$ for $(q) = q \cap \mathbb{Q}$, $q > 0$. This definition is independent of the chosen number field $\mathbb{K}$ and the chosen representative of $p$. The (affine absolute logarithmic) Weil height of a point $p = (p_1, \ldots, p_n)$ of $\mathbb{A}^n(\mathbb{K})$ is $h(p) = h(1 : p_1 : \cdots : p_n)$.

In particular, for an algebraic number $\alpha \in \overline{\mathbb{Q}}$, we define its Weil height by $h(\alpha) = h(1 : \alpha)$. Now $h(\alpha \beta) \leq h(\alpha) + h(\beta)$ for all $\alpha, \beta \in \overline{\mathbb{Q}}$, and

$$h(\gamma_1 + \cdots + \gamma_n) \leq h(\gamma_1) + \cdots + h(\gamma_n) + \log n$$

for all positive integers $n$ and all $\gamma_1, \ldots, \gamma_n \in \overline{\mathbb{Q}}$. Furthermore, $h(\alpha^\lambda) = |\lambda|h(\alpha)$ for all $\lambda \in \mathbb{Q}$, $\alpha \neq 0$. The height is Galois-invariant, which means that $h(\alpha^\sigma) = h(\alpha)$ for all $\sigma \in \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$. In addition, the inequality of Liouville ([29, Prop. 3.4]) states that for all $\alpha \in \mathbb{Q}^\times$ and every place $\nu$ of $K$,

$$- [Q(\alpha) : Q]|h(\alpha)| \leq \log |\alpha|_\nu \leq [Q(\alpha) : Q]|h(\alpha)|.$$  

We define the Weil height $h(P)$ of a nonzero polynomial $P \in K[X_1, \ldots, X_n]$ as the Weil height of a point in projective space whose homogeneous coordinates are the nonzero coefficients $p_i$ of $P$ with an arbitrary ordering. Note that $h(P)$ is well defined and $h(P) = h(\alpha P)$ for all $\alpha \in \mathbb{Q}^\times$. In particular, this implies for any nonzero coefficient $p_\lambda$ of $P$ that

$$h(P) = h(p_\lambda^{-1}P) = \sum_{\nu} [K_{\nu} : \mathbb{Q}_{\nu}] \log \max\{|p_1/p_\lambda|_{\nu}, \ldots, |p_n/p_\lambda|_{\nu}\} \geq h(1 : p_1/p_\lambda) = h(p_1/p_\lambda).$$

Now applying (2.1) to $p_1/p_\lambda$, we deduce a variant of Liouville’s inequality for polynomials: There exists an algebraic number $\alpha \in \mathbb{K}^\times$, for example $p_\lambda^{-1}$ as above, such that for every nonzero coefficient $p_\lambda$ of $P$ and all places $\nu$ of $K$,

$$- [K : Q]|h(P)| \leq \log |p_\lambda|_\nu + \log |\alpha|_\nu \leq [K : Q]|h(P)|.$$  

Finally, let $\alpha$ be a root of a polynomial $P(X) \in K[X]$. Then, the height of $\alpha$ is bounded by ([29, Exercise 3.6])

$$h(\alpha) \leq h(P) + \log \deg P.$$
2.3. Complex elliptic curves and singular moduli. For every point \( \tau \) in the complex upper halfplane \( \mathcal{H} \), we define a complex elliptic curve \( E_\tau \) as the quotient of the complex Lie group \((\mathbb{C},+)\) by its discrete subgroup \((\mathbb{Z} + \mathbb{Z}\tau)\). In addition, \( E_\tau \) is isomorphic to the complex points of a projective algebraic group. For instance, an isomorphism is induced by

\[
\exp_{\mathcal{E}_\tau} : \mathbb{C} \rightarrow \mathbb{P}^2(\mathbb{C}), \ z \mapsto (1 : \varphi_\tau(z) : \varphi'_\tau(z)),
\]

where \( \varphi_\tau \) is the Weierstrass \( \wp \)-function having poles at \( \Lambda = \mathbb{Z} + \tau\mathbb{Z} \). The complex-analytic morphisms \( \mathbb{C}/\Lambda_1 = E_{\tau_1} \rightarrow E_{\tau_2} = \mathbb{C}/\Lambda_2, \ \Lambda_i = \mathbb{Z} + \tau_i\mathbb{Z}, \) correspond one-to-one to the complex numbers \( \alpha \) satisfying \( \alpha \Lambda_1 \subseteq \Lambda_2 \). This is why we identify in the sequel the endomorphism ring \( \text{End}(E_\tau) \) with the multiplication ring \( \{ \alpha \in \mathbb{C} | \alpha \Lambda \subseteq \Lambda \} \) of the lattice \( \Lambda = \mathbb{Z} + \tau \mathbb{Z} \). Trivially, the integers are elements of the endomorphism ring of any elliptic curve. Furthermore, the following three statements are equivalent ([6], Theorem 10.14):

1. \( \text{End}(E_\tau) \neq \mathbb{Z} \).
2. \( \tau \) generates an imaginary quadratic extension of \( \mathbb{Q} \) in \( \mathbb{C} \).
3. \( \text{End}(E_\tau) \) is an order \( \mathcal{O} \) in the imaginary quadratic extension \( \mathbb{Q}(\tau) \) of \( \mathbb{Q} \) in \( \mathbb{C} \) and \( \Lambda = \mathbb{Z} + \tau \mathbb{Z} \) is a proper \( \mathcal{O} \)-lattice, i.e., \( \mathcal{O} = \{ \alpha \in \mathbb{C} | \alpha \Lambda \subseteq \Lambda \} \).

If these statements are satisfied, then \( E_\tau \) is said to have complex multiplication by \( \mathbb{Q}(\tau) \) or called a CM-elliptic curve for short. In addition, \( \tau \) is then called a CM-period, \( j(\tau) \) a singular modulus, and the discriminant of \( \text{End}(E_\tau) \) is denoted by \( \Delta_\tau < 0 \). Consider the action of \( \Gamma = \text{SL}_2(\mathbb{Z}) \) on the complex upper halfplane \( \mathcal{H} \) which sends \( (\gamma, \tau) \) to \( \gamma \tau = \frac{a\tau + b}{c\tau + d} \) for \( \gamma = (a \ b \\ c \ d) \). For every CM-period \( \tau \), there exists \( \gamma \in \Gamma \) and integers \( a, b, c \) such that \( \gamma \tau = (-b + i\sqrt{4ac - b^2})/(2a) \), \( \gcd(a, b, c) = 1 \) and either \( -a < b \leq a < c \) or \( 0 \leq b < a = c \). Here, the integers \( a, b, c \) are unique and \( \Delta_\tau = b^2 - 4ac \). Klein’s \( j \)-invariant induces a bijection between \( \Gamma \backslash \mathcal{H} \) and \( \mathbb{C} \). Furthermore, its \( q \)-expansion is

\[
j(\tau) = q^{-1} + 744 + 196884q + \cdots, \quad q = e^{2\pi i \tau}.
\]

This means that there exists a meromorphic function \( J(z) \) on the unit disc \( \{ z \in \mathbb{C} | |z| < 1 \} \) such that \( j(\tau) = J(e^{2\pi i \tau}) \) and \( J(z) \) is holomorphic except for a simple pole at \( z = 0 \). More precisely, it follows from Lemma 1(ii) of [12] that

\[
j(\tau) - \exp(-2\pi i\tau) - 744 < j(i \text{Im}(\tau)) - \exp(-2\pi \text{Im}(\tau)) - 744 < 449 \quad \text{if \text{Im}(\tau) \geq 1.}
\]

A simple consequence is

\[
j(\tau) \exp(2\pi i \tau) - 1 < 1193 \exp(-2\pi \text{Im}(\tau))
\]

for all \( \tau \in \mathcal{H} \) such that \( \text{Im}(\tau) \geq 1 \).

If \( \tau \) is a CM-period, then \( j(\tau) \) is an algebraic integer. We define the so-called class equation as \( H_{\mathcal{O}}(X) = \prod_{\tau}(X - j(\tau)) \), where \( \tau \) runs through a set of \( \Gamma \)-representatives of those \( \tau \in \mathcal{H} \) satisfying \( \text{End}(E_\tau) = \mathcal{O} \). It is a \( \mathbb{Q} \)-irreducible polynomial in \( \mathbb{Z}[X,Y] \); cf. Section 13 of [6]. Consequently, \( E_{\tau_1} \) and \( E_{\tau_2} \) have the same endomorphism ring if and only if \( j(\tau_1) \) and \( j(\tau_2) \) are Galois conjugate.
2.4. Transcendence measures for logarithms. For the convenience of the reader, we quote two transcendence measures that we use in Section 5 below. We start with a transcendence measure for $G = \mathbb{G}_a \times \mathcal{E}_\tau$. It is a special case of a result due to David and Hirata-Kohno. Let $\mathcal{E}_\tau$ be an elliptic curve with Weierstrass model $Y^2 = 4X^3 - g_2X - g_3$, where both $g_2$ and $g_3$ are contained in a fixed number field $K$. Note that the map $\exp_\mathcal{E}_\tau$ from last subsection has kernel $\mathbb{Z} + \tau \mathbb{Z}$. Let $u = (u_0, u_1)$ be a point of $\mathbb{C}^2$ and
\[
\gamma = \exp_{\mathbb{G}_a \times \mathcal{E}_\tau}(u) = (u_0, \exp_{\mathcal{E}_\tau}(u_1)) = (\gamma_0, \gamma_1) \in (\mathbb{G}_a \times \mathcal{E}_\tau)(K).
\]
Denote the canonical Néron-Tate height (cf. Section VIII of [25]) of $\gamma_1 \in \mathcal{E}_\tau(K) \subset \mathbb{P}^2(K)$ by $\hat{h}(\gamma_1)$. Furthermore, consider a linear form $L : \mathbb{C}^2 \to \mathbb{C}$, $(z_0, z_1) \mapsto \beta_0 z_0 + \beta_1 z_1$, where $\beta_0, \beta_1 \in \mathbb{K}$. Finally, let $B$ and $V$ be positive real numbers satisfying
\[
\log B \geq \max\{1, h(\beta_0), h(\beta_1)\}
\]
and
\[
\log V \geq \max\left\{\hat{h}(\gamma_1), \frac{|u_1|^2}{|K : \mathbb{Q}| \text{Im}(\tau)}\right\}.
\]
For readability, we introduce the following stipulation. Given an algebraic subgroup $H$ of $\mathbb{G}_a \times \mathcal{E}_\tau$, the connected component of $\exp_{\mathbb{G}_a \times \mathcal{E}_\tau}^{-1}(H(\mathbb{C}))$ that contains the origin in $\mathbb{C}^2$ is denoted by $h(\mathbb{C})$. It is easy to see that $h(\mathbb{C})$ is a linear subspace of $\mathbb{C}^2$, which can be interpreted as the tangent space of $H(\mathbb{C})$ at its identity element.

**PROPOSITION 1** (Theorem 1.6 of [7] for $k = 1$ and $E = e$). There exists an effective absolute constant $c_1 > 0$ with the following property: Assume that $u \notin h(\mathbb{C})$ for any connected algebraic subgroup $H$ of $\mathbb{G}_a \times \mathcal{E}_\tau$ such that $h(\mathbb{C}) \subset \ker(L)(\mathbb{C})$. Then,
\[
\log |L(u)| \geq -c_1 \left(\log B + \max\{1, h(1 : g_2^3 : g_3^2)\} + \log \log^+(V) + \log|K : \mathbb{Q}| + 1\right) \times \left(\log \log^+(V) + \max\{1, h(j(\tau))\} + \log|K : \mathbb{Q}| + 1\right)^2 \times \left(\frac{|K : \mathbb{Q}|^2}{\max\{1, h(j(\tau))\}} + |K : \mathbb{Q}|^4 \log V\right).
\]

Now we recall a transcendence measure of the same sort for $G = \mathbb{G}_m^n$, which is classically known as the Theorem of Baker. We state a variant that was given by Gaudron as a corollary of his quantitative proof of Wüstholz’s analytic subgroup theorem [27]. Again, we need to give some notations in advance. By $\exp : \mathbb{C} \to \mathbb{G}_m(\mathbb{C}) = \mathbb{C}^\times$ we denote the classical complex exponential map. Let $u = (u_1, \ldots, u_n)$ be a point of $\mathbb{C}^n$ such that
\[
\gamma = \exp_{\mathbb{G}_m^n}(u) = (\exp(u_1), \ldots, \exp(u_n)) \in (\mathbb{G}_m^n)(K).
\]
Additionally, consider a linear form \( \mathcal{L} : \mathbb{C}^n \to \mathbb{C} \) given by
\[
\mathcal{L}(z) = \beta_1 z_1 + \cdots + \beta_n z_n, \quad \beta = (\beta_1, \ldots, \beta_n) \in K^n.
\]
Finally, set
\[
a = 1 + [K : \mathbb{Q}] \log \left( 1 + [K : \mathbb{Q}] + \sum_{i=1}^n (h(\gamma_i) + e|u_i|) \right),
\]
\[
V' = (a + 1) \times ([K : \mathbb{Q}] h(1 : \beta_1 : \cdots : \beta_n) + a)
\times \prod_{i=1}^n (1 + [K : \mathbb{Q}] h(\gamma_i) + e|u_i|),
\]
and let \( \xi_1, \ldots, \xi_{[K : \mathbb{Q}]} \) be an arbitrary \( \mathbb{Q} \)-basis of \( K \). For a subgroup \( H \) of \( G_m^n \) we define \( \mathfrak{h}(\mathbb{C}) \) as above, simply replacing \( \exp_{G_n \times \mathbb{E}} \) by \( \exp_{G_m^n} \).

**Proposition 2** (Corollaire 1 of [13] for \( E = e \)). For every positive integer \( n \), there exists an effectively computable absolute constant \( c_2(n) > 0 \) such that the following assertion is true. Assume that \( \mathfrak{u} \notin \mathfrak{h}(\mathbb{C}) \) for any connected algebraic subgroup \( H \) of \( G_m^n \) with \( \mathfrak{h}(\mathbb{C}) \subseteq \ker(\mathcal{L}(\mathbb{C})) \). Then,
\[
\log |\mathcal{L}(\mathfrak{u})| \geq -c_2(n) \max \{ V', [K : \mathbb{Q}] \left( h(\xi_1 : \cdots : \xi_{[K : \mathbb{Q}]} + \log([K : \mathbb{Q}]) \right) \}.
\]

For the later application of Proposition 2, it is useful to know which linear subspaces of \( \mathbb{C}^n \) appear as \( \mathfrak{h}(\mathbb{C}) \) for algebraic subgroups \( H \) of \( G_m^n \). We observe that \( \mathfrak{h}(\mathbb{C}) \) runs through the linear subspaces of \( \mathbb{C}^n \) defined by linear equations with rational coefficients when \( H \) runs through the algebraic subgroups of \( G_m^n \).

3. **An elementary corollary of Puiseux’s theorem**

A fundamental idea of our proof of Theorem 1 below comes from Puiseux’s theorem, which describes an algebraic curve at each of its points as a union of different analytic branches. However, by using rather elementary estimates we do not need to work explicitly with Puiseux series. The next lemma subsumes the facts from the context of Puiseux’s theorem needed in our proof of Proposition 3 below. We do not try to obtain optimal bounds here. We assume that the number field \( K \) is embedded in the complex numbers, which allows us to consider the restriction \( |\cdot| \) of the complex value to \( K \).

**Lemma 1.** Let \( P = \sum_i p_i X_i^2 \in K[X_1, X_2] \) be a nonconstant polynomial of bidegree \( (\delta_1, \delta_2) \). Set \( \delta = \max\{\delta_1, \delta_2\} \), \( D = [K : \mathbb{Q}] \), \( H = \exp(h(P)) \) and \( U = (\delta + 1)^2 H^2D \). Then, there exists a set \( S \) consisting of less than \( (\delta + 1)^5 \) triples
\[
(\alpha, k_1, k_2) \in \mathbb{Q}^\times \times \mathbb{Z} \times \mathbb{Z}, \quad k_1 k_2 < 0, \quad |k_1|, |k_2|, [K(\alpha) : K] \leq \delta, \quad h(\alpha) \leq \delta \log(\delta H)
\]
such that the following assertion is true. For every point \( x = (x_1, x_2) \in \mathbb{C} \) with \( P(x_1, x_2) = 0 \) and
\[
(3.1) \quad 0 < |x_1|, |x_2| < (\delta + 1)^{-6\delta^2} H^{-6D\delta^2} = U^{-3\delta^2},
\]
there exists some \((\alpha, k_1, k_2) \in \mathcal{S}\) satisfying
\[
|x_1^{k_1}x_2^{k_2} - \alpha| < 2\delta U^3 \max\{|x_1|, |x_2|\}^{\delta - 2}.
\]

Note that we do not assume that \(P\) has a zero at \((0,0)\).

**Proof of Lemma 1.** After multiplication of \(P\) with a scalar we may assume by (2.2) that
\[
H^{-D} = \exp(-[\mathbb{K} : \mathbb{Q}]h(P)) \leq |p_1| \leq \exp([\mathbb{K} : \mathbb{Q}]h(P)) = H^D.
\]
Occasionally, we use this estimate in the sequel without further mention. For all \(m \neq n\) with \(p_m \neq 0\), define
\[
\mathcal{M}_{m,n} = \left\{ z \in \mathbb{C}^2 \middle| \max_{\frac{p_m z^m}{z^m \neq \frac{m}{n}}} |p_m z^m| \leq |p_n z^n| \leq |p_m z^m| \right\}.
\]
The union of all sets \(\mathcal{M}_{m,n}\) is \(\mathbb{A}^2(\mathbb{C})\). Therefore, \(x = (x_1, x_2)\) is contained in some \(\mathcal{M}_{m,n} \cap \mathcal{V}(P), p_m \neq 0, m \neq n\), and hence
\[
|p_n x^n| \leq |p_m x^m| \leq (\delta_1 + 1)(\delta_2 + 1)|p_n x^n| \leq (\delta + 1)^2|p_m x^m|.
\]
Write \(k = m - n \neq 0\) and note that \(|k_i| \leq \delta\). Since \(|x_1|, |x_2| \neq 0\) also \(p_n \neq 0\) and
\[
U^{-1} = (\delta + 1)^{-2}H^{-2D} \leq |x^k| \leq (\delta + 1)^2H^{2D} = U.
\]
If both \(k_1\) and \(k_2\) are nonnegative or nonpositive, (3.1) implies, respectively, \(|x^k| < U^{-3\delta^2}\) or \(|x^k| > U^{3\delta^2}\). Since this contradicts (3.3) we conclude that \(k_1\) and \(k_2\) must be of opposite sign, i.e., \(k_1k_2 < 0\). By symmetry in \(x_1\) and \(x_2\) we may and do assume \(k_1 > 0\). Now choose complex numbers \(t, u\) satisfying \(x_1 = t^{-k_2}u^{1/k_1}\) and \(x_2 = t^{k_1}\). The geometric idea behind this choice of coordinates is that of blowing up a possible singularity of \(\mathcal{V}(P)\) at the origin; cf. Section 1.4 of [17]. With respect to this context, \(u\) is associated with the slopes of lines through the origin. Indeed, our choice of \(u\) implies \(x^k = u\). In addition, from (3.1) we infer
\[
|t| = |x_2|^{1/k_1} < U^{-3\delta^2/k_1} \leq U^{-\delta} < 1.
\]
Furthermore, \(0 = P(x_1, x_2) = P(t^{-k_2}u^{1/k_1}, t^{k_1}) = \sum_{e \neq 0} p_e u^{-i_1 k_2 + i_2 k_1} u^{i_1/k_1}\). Multiplying by \(t^{-\rho} \neq 0, \rho = \min_{p_e \neq 0} \{-i_1 k_2 + i_2 k_1\}\), and grouping monomials yields
\[
A(u^{1/k_1}) + tB(u^{1/k_1}, t) = 0,
\]
where \(0 \neq A \in \mathbb{K}[S]\) and \(B \in \mathbb{K}[S, T]\) are polynomials such that
\[
\max\{\deg_S A, \deg_S B\} \leq \delta \quad \text{and} \quad \max\{h(A), h(B)\} \leq h(P).
\]
The absolute value of \(B(u^{1/k_1}, t)\) is bounded above by
\[
(\delta + 1)^2H^{D} \max\{1, |u|^{1/k_1}\} \deg_S B \max\{1, |t|\} \deg_T B \leq U^{\delta + 1}H^{-D}
\]
since $|t| < 1$ and $|u| = |x^k| \leq U$ by (3.3). Combining with (3.4) gives
\begin{equation}
|A(u^{1/k_1})| = |tB(u^{1/k_1}, t)| \leq U^{-2\delta+1}H^{-D} < H^{-D},
\end{equation}
and hence $A$ cannot be a constant polynomial by (3.2). Thus, there exists a nontrivial factorization
\[ A(S) = \sum_{i=0}^{\deg_s A} a_i S^i = a_{\deg_A}(S - \alpha_1) \cdots (S - \alpha_{\deg_A}), \]
where $\alpha_i, 1 \leq i \leq \deg_A$, is a complex algebraic number such that $[\mathbb{K}(\alpha_i) : \mathbb{K}] \leq \delta$. Note that $a_i, i = 0, \ldots, \deg_A$, is an element of $\mathbb{K}$ satisfying $|a_i| \geq H^{-D}$. In addition, (2.3) implies that
\[ h(\alpha_i) \leq h(A) + \log \deg_A \leq \log(\delta H). \]
There exists some $i \in \{1, \ldots, \deg_A\}$ such that
\begin{equation}
|u^{1/k_1} - \alpha_i|^{\deg_A} \leq |a_{\deg_A}^{-1}A(u^{1/k_1})| < U^{-2\delta+1} < 1,
\end{equation}
where $|a_{\deg_A}| \geq H^{-D}$ and (3.6) imply the second inequality. Taking the $\delta$-th root and using both $\deg_A \leq \delta$ and the bound (3.5) for $|B(u^{1/k_1}, t)|$, one obtains
\begin{equation}
|u^{1/k_1} - \alpha_i| \leq |a_{\deg_A}^{-1}tB(u^{1/k_1}, t)|^{\delta-1} < U^{1+\delta-1}|t|^{\delta-1} \leq U^2|t|^{\delta-1}.
\end{equation}
If $\alpha_i$ is zero, then $U^{-1} \leq |u^{1/k_1} < U^{-3}|t|^{\delta-1}$ by (3.3). Using (3.1), we infer from this the contradiction $U^{-3} < |t|^{\delta-1} = |x_2|^{\delta-1/k_1} < U^{-3}$. Therefore, $\alpha_i$ must not be zero. Note that $[\mathbb{K}(\alpha_i^{k_1}) : \mathbb{K}] \leq \delta$ and $h(\alpha_i^{k_1}) = k_1 h(\alpha_i) \leq \delta \log(\delta H)$. From $x^k = u$, we infer
\[ |x_1^{k_1}x_2^{k_2} - \alpha_i^{k_1}| = |u^{(k_1-1)/k_1} + u^{(k_1-2)/k_1}\alpha_i + \cdots + \alpha_i^{k_1-1}|/|u^{1/k_1} - \alpha_i|. \]
The first factor on the right-hand side is bounded from above by
\[ k_1 \max\{1, |u^{1/k_1}|, |\alpha_i|\}^{k_1-1} \leq k_1 (|u^{1/k_1} + 1|^{k_1} \leq 2^{k_1}k_1 \max\{1, |u|\} \leq 2^\delta U, \]
where we used (3.7) in the first and (3.3) in the third inequality. The second factor $|u^{1/k_1} - \alpha_i|$ is bounded from above by (3.8). Using $|t| < 1$, $x_2 = t^{k_1}$ and $0 < k_1 \leq \delta$, we deduce $|u^{1/k_1} - \alpha_i| < U^2|x_2|^{\delta-2}$ from this. A combination of these bounds yields
\[ |x_1^{k_1}x_2^{k_2} - \alpha_i^{k_1}| < 2^\delta U^3|x_2|^\delta-2. \]
So the theorem is true if $(\alpha_i^{k_1}, k_1, k_2)$ belongs to $S$. Finally, we need to bound the number of triples $(\alpha, k_1, k_2) \in S$ that have to be contained in $S$ for this purpose. This number can be bounded from above by the number of nonempty sets $M_{\alpha, k_1, k_2}$ times the maximal degree of all $A \in \mathbb{K}[S]$ arising as above. Thus, $S$ can be easily chosen to contain less than $(\delta + 1)^5$ triples. \[ \Box \]
4. Proof of Theorem 2

Let \( P = \sum_{i} p_i X_i \in \mathbb{K}[X_1, X_2] \) be a generating polynomial of the ideal of \( \mathfrak{C} \). Since the degree of \( X_i|_{\mathfrak{C}} : \mathfrak{C} \to \mathbb{C} \) is \( \delta_i > 0 \) the polynomial \( P \) is of bidegree \( (\delta_1, \delta_2) \) with respect to \( X_1 \) and \( X_2 \). As in the proof of Lemma 1 we may assume by (2.2) that

\[
\exp(-[\mathbb{K} : \mathbb{Q}] h(P)) \leq |p_i| \leq \exp([\mathbb{K} : \mathbb{Q}] h(P)).
\]

We use this fact without explicit mention in the following.

We establish some notational conventions on the constants in this article. By \( c_1, c_2, \ldots \) we denote absolute constants that depend neither on the curve \( \mathfrak{C} \) nor on the polynomial \( P \). Furthermore, we set \( \delta = \max\{\delta_1, \delta_2\} \), \( D = [\mathbb{K} : \mathbb{Q}] \), \( H = \exp(h(P)) \) and \( U = (\delta + 1)^2 H^{2\delta} \). Then \( C_1(\delta, D), C_2(\delta, D), \ldots \) denote constants that depend effectively on \( \delta \) and \( D \) but are independent of \( H \). For readability we usually write \( C_i \) instead of \( C_i(\delta, D) \). All constants are positive and do not depend on \( \varepsilon \) unless explicitly mentioned otherwise.

We prove Theorem 2 by use of the following proposition. Since we want to complete the proof of Theorem 2 first its proof is postponed until the next section.

**Proposition 3.** There exists a constant \( C_3(\delta, D) > 0 \) such that the following is true. If \( \varpi \in \mathfrak{C} \) is a CM-point of discriminant \( (\Delta_1, \Delta_2) \), then

\[
\max\{|\Delta_1|/(\log |\Delta_1|)^2, |\Delta_2|/(\log |\Delta_2|)^2\} \leq C_3(\delta, D) \max\{1, \log H\}^8
\]

or there exists some \( 1 \leq m \leq 4\delta^5 \) for which \( \varpi \in \mathcal{V}(\Phi_m) \).

Assume that \( \varpi \in \mathfrak{C} \) is a CM-point of discriminant \( (\Delta_1, \Delta_2) \) as given in the statement of Theorem 2, and use the proposition above. If there exists some \( 1 \leq m \leq 4\delta^5 \) such that \( \varpi \in \mathcal{V}(\Phi_m) \), there is nothing left to prove. Assume that the inequality (4.1) is true. Then, there exists some \( C_1(\varepsilon, \delta, D) > 0 \) such that

\[
\max\{|\Delta_1|, |\Delta_2|\} < C_1(\varepsilon, \delta, D) \max\{1, \log H\}^{8+\varepsilon}.
\]

5. Proof of Proposition 3

Let \( \varpi = (x_1, x_2) \in \mathfrak{C} \) be a CM-point of discriminant \( (\Delta_1, \Delta_2) \). Since the modular transformation polynomials \( \Phi_m(X_1, X_2), m > 1 \), are symmetric in both variables and \( \Phi_1(X_1, X_2) = X_1 - X_2 \) we may assume without loss of generality that \( |\Delta_1| = \max\{|\Delta_1|, |\Delta_2|\} \). The discriminant of the imaginary quadratic order \( \mathcal{O} \) generated by 1 and \( (\Delta_1 + i\sqrt{|\Delta_1|})/2 \) is \( \Delta_1 \). Thus, the elliptic curves with \( j \)-invariants \( x_1 \) and \( j((\Delta_1 + i\sqrt{|\Delta_1|})/2) \) both have endomorphism ring \( \mathcal{O} \). From the irreducibility of the class equation \( H_\mathcal{O}(X) \) it follows that there exists some \( \sigma \in \text{Gal}(\mathbb{Q}/\mathbb{Q}) \) such that

\[
x_1^\sigma = j\left(\frac{\Delta_1 + i\sqrt{|\Delta_1|}}{2}\right).
\]
Now $\tilde{x} = (x_1^\tau, x_2^\tau)$ is a CM-point of discriminant $(\Delta_1, \Delta_2)$ on the curve $C^\sigma$ given by $P^\sigma \in \mathbb{K}^\sigma[X_1, X_2]$. If Proposition 3 is true for $\tilde{x}^\sigma$ and $C^\sigma$, it is also true for $\tilde{x}$ and $C$ because all $\Phi_m$ have rational coefficients. Thus, by replacing $\tilde{x}$ with $x^\sigma$ and $C$ with $\tilde{C}^\sigma$ we may assume that $x_1 = j((\Delta_1 + i\sqrt{\Delta_1})/2)$ without any loss of generality. Additionally, there exist integers $a, b, c$ such that $(a, b, c) = 1$ and either $-a < b \leq a < c$ or $0 \leq b \leq a = c$ and

$$x_2 = j\left(\frac{-b + i\sqrt{\Delta_2}}{2a}\right), \quad |\Delta_2| = 4ac - b^2.$$

Finally, we may also assume that $|\Delta_1| \geq 7$ and, therefore, by (2.4) that

$$|x_1| \geq \exp(\pi\sqrt{|\Delta_1|}) - 1193 > \exp\left(\frac{\pi}{2}\sqrt{|\Delta_1|}\right) > 1.$$  

We use the following lemma to distinguish quantitatively the case that $\tilde{x}$ is close to $(\infty, \infty) \in Y_{cusp}$ from the case that $\tilde{x}$ is close to some point of $\tilde{C}^{zar}(\bar{\mathbb{Q}}) \cap (Y_{cusp} \setminus \{(\infty, \infty)\})$.

**Lemma 2.** If $\tilde{x} \in C$ satisfies $|x_1| > U^2 = (\delta + 1)^4H^{4D}$, then $|x_2| > |x_1|^{(2\delta)^{-1}}$ or there exists some $(\infty, \beta) \in \tilde{C}^{zar}(\bar{\mathbb{Q}}) \cap (Y_{cusp} \setminus \{(\infty, \infty)\})$ such that $|x_2 - \beta| \leq U^{\delta^{-1}}|x_1|^{-(2\delta)^{-1}}$, where $\beta$ is an algebraic number such that $h(\beta) \leq \log(\delta H)$ and $[\mathbb{K}(\beta) : \mathbb{K}] \leq \delta$.

**Proof.** Since $x_1 \neq 0$ we can write

$$0 = x_1^{-\deg x_1}P(x_1, x_2) = Q(x_2) + x_1^{-1}R(x_1^{-1}, x_2),$$

where $0 \neq Q \in \mathbb{K}[X_2]$ and $R \in \mathbb{K}[X_1, X_2]$ with $\deg x_1 Q, \deg x_1 R \leq \delta$, $i = 1, 2$, and $\max\{h(Q), h(R)\} \leq h(P)$. Note that $|R(x_1^{-1}, x_2)|$ is bounded from above by

$$(\delta + 1)^2H^D \max\{1, |x_1|^{-1}\}^{\deg x_1 R} \max\{1, |x_2|\}^{\deg x_2 R} \leq UH^{-D} \max\{1, |x_2|^{\delta}\}.$$ 

Assume that $|x_2| \leq |x_1|^{(2\delta)^{-1}}$. This implies $|Q(x_2)| = |x_1^{-1}R(x_1^{-1}, x_2)| \leq UH^{-D}|x_1|^{-1/2} < H^{-D}$. We deduce that $Q$ cannot be a constant polynomial. Therefore, there exists a decomposition $Q(X_2) = q_{\deg x_2 Q} \prod_{1 \leq i \leq \deg x_2 Q}(X_2 - \beta_i)$. Obviously, $[\mathbb{K}(\beta_i) : \mathbb{K}] \leq \delta$ and $h(\beta_i) \leq \log(\delta H)$ by (2.3). Additionally, there exists some $1 \leq i \leq \deg x_2 Q$ such that

$$|x_2 - \beta_i| \leq q_{\deg x_2 Q}^{-1} \leq (U|x_1|^{-1/2})^{\delta^{-1}} \leq U^{\delta^{-1}}|x_1|^{-(2\delta)^{-1}}.$$ 

By choosing $C_3(\delta, D) > 0$ sufficiently large we may assume

$$|\Delta_1| > 16\pi^{-2}(\log U)^2 = 64\pi^{-2}(\log(\delta + 1) + D \log H)^2.$$ 

By (5.1) this implies

$$|x_1| > \exp\left(\frac{\pi}{2}\sqrt{|\Delta_1|}\right) \geq U^2.$$
and Lemma 2 is applicable. We deduce that
\begin{equation}
|x_2| > |x_1|^{(2\delta)^{-1}}
\end{equation}
or there exists some \( \beta \in \mathbb{Q} \) such that \( h(\beta) \leq \log(\delta H) \), \( \mathbb{K}(\beta) : \mathbb{K} \leq \delta \) and
\begin{equation}
|x_2 - \beta| \leq U^{\delta^{-1}} \exp \left( -\frac{\pi}{4\delta} \sqrt{\frac{|\Delta_1|}{\delta}} \right) = C_4(\delta) H^{2\delta^{-1}D} \exp(-C_5(\delta)\sqrt{\Delta_1}) \tag{5.3}
\end{equation}

Lemmas 3 and 4 below deal with the case of (5.3).

**Lemma 3.** Let \( x_2 \in \{0, 1728, \beta\} \), where \( h(\beta) \leq \log(\delta H) \) and \( \mathbb{K}(\beta) : \mathbb{K} \leq \delta \). Then,
\[ |\Delta_1| \leq C_5(\delta, D) \max\{1, \log H\}^2 \]
if \( C_6(\delta, D) > 0 \) is sufficiently large.

**Proof.** This is an easy exercise in standard height estimations. \( \square \)

**Lemma 4.** Assume \( x_2 \notin \{0, 1728, \beta\} \) and (5.3) for some \( \beta \in \mathbb{Q} \) such that \( h(\beta) \leq \log(\delta H) \) and \( \mathbb{K}(\beta) : \mathbb{K} \leq \delta \). If \( C_6(\delta, D) > 0 \) is sufficiently large, then
\[ |\Delta_1| \leq C_6(\delta, D) \max\{1, \log H\}^2 \]
or
\begin{equation}
|\Delta_1|(|\log|\Delta_1||)^{-2} \leq C_3(\delta, D) \max\{1, \log H\}^8 \tag{5.4}
\end{equation}

**Proof.** Here and in the following, we write \( \zeta_6 = \exp(\pi i/3) \). From
\[ h((-b + i\sqrt{4ac - b^2})/(2a)) = \log(c)/2 < \log(|\Delta_2|)/2 \]
and (2.1) we obtain
\[ \min_{z \in \{i, \zeta_6, \zeta_6^2\}} \left\{ \frac{-b + i\sqrt{|\Delta_2|}}{2a} - z \right\} > \exp(-2 \log |\Delta_2| - 4 \log 2) \geq \frac{|\Delta_1|^{-2}}{16}. \]

Note that \((-b + i\sqrt{|\Delta_2|})/(2a)\) is located in the standard fundamental domain \( \mathcal{F} \) consisting of all \( \tau \in \mathcal{H} \) such that either \( |\tau| > 1 \) and \(-1/2 \leq \Re \tau < 1/2 \) or \( |\tau| = 1 \) and \(-1/2 \leq \Re \tau \leq 0 \). The derivative \( j' \) has simple zeros at \( \gamma_i, \gamma \in \Gamma \), double zeros at \( \gamma \zeta_6, \gamma \in \Gamma \), and is nonzero elsewhere. Therefore, there exists an absolute constant \( c_3 > 0 \) such that
\[ \min_{j_0 \in \{0, 1728\}} \{|x_2 - j_0|\} > c_3|\Delta_1|^{-6}. \]

Set \( \varphi : [0, 1] \to \mathbb{A}^1(\mathbb{C}), \varphi(t) = (1 - t)x_2 + t\beta \). For all \( t \in [0, 1] \) and \( j_0 \in \{0, 1728\} \),
\begin{equation}
|\varphi(t) - j_0| \geq |x_2 - j_0| - |\varphi(t) - x_2| \geq |x_2 - j_0| - |x_2 - \beta| \tag{5.5}
\end{equation}

If \( c_3|\Delta_1|^{-6} < 2C_4H^{2\delta^{-1}D} \exp(-C_5\sqrt{|\Delta_1|}) \), then
\[ \log(c_3) - 6 \log |\Delta_1| < \log(2C_4) + 2\delta^{-1}D \log H - C_5\sqrt{|\Delta_1|}. \]
For \( C_6(\delta, D) > 0 \) sufficiently large, this implies \(|\Delta_1| \leq C_6(\delta, D) \max\{1, \log H\}^2\). Therefore, we may assume \( c_3|\Delta_1|^{-6} \geq 2C_4H^{2\delta-1}D_\exp(-C_5\sqrt{|\Delta_1|}) \) in the sequel. Inserting (5.3) in (5.5), we obtain

\[
|\varphi(t) - j_0| > c_3|\Delta_1|^{-6} - C_4H^{2\delta-1}D_\exp(-C_5\sqrt{|\Delta_1|}) \geq \frac{c_3}{2}|\Delta_1|^{-6}
\]

for \( j_0 \in \{0, 1728\} \) and all \( t \in [0, 1] \). Consider the ramified covering \( j : \mathcal{H} \rightarrow \mathbb{A}^1(\mathbb{C}) \). The covering is ramified above \( j(\zeta_6) = j(\zeta_6^2) = 0 \) and \( j(i) = 1728 \). By (5.6), \( \text{im}(\varphi) \) contains neither 0 nor 1728. Thus, there exists a unique smooth lifting \( \tilde{\varphi} : [0, 1] \rightarrow \mathcal{H} \) of \( \varphi \) satisfying \( \tilde{\varphi}(0) = (-b + i\sqrt{|\Delta_2|}/(2a)) \). Deriving \( j \circ \tilde{\varphi} = \varphi \) we obtain \( j'(\tilde{\varphi}(t))\tilde{\varphi}'(t) = \varphi'(t) \) for all \( t \in [0, 1] \). Since \( \gamma_6 \subset \mathbb{R} \) for all \( \gamma \in \Gamma \), we conclude that

\[
\max_{t \in [0, 1]} \{|\tilde{\varphi}'(t)|\} \leq \max_{\tau \in \text{im}(\varphi)} \{|\varphi'(\tau)|^{-1}\} |x_2 - \beta|.
\]

If \( \beta \) is not real, the absolute value of its imaginary part is bounded from below by (2.1). In fact, \( \text{Im}(\beta) = \frac{|\beta - \bar{\beta}|}{2} \geq \exp(-2\delta^2D^2(\log(\delta H) + \log(2))) \). We may assume that

\[
C_4(\delta)H^{2\delta-1}D_\exp(-C_5(\delta)\sqrt{|\Delta_1|}) < \exp(-2\delta^2D^2(\log(\delta H) + \log(2)))
\]

Indeed, the converse inequality implies \(|\Delta_1| \leq C_6(\delta, D) \max\{1, \log H\}^2\) for suitably large \( C_6(\delta, D) > 0 \). We infer

\[
|x_2 - \beta| \leq C_4(\delta)H^{2\delta-1}D_\exp(-C_5(\delta)\sqrt{|\Delta_1|}) < |\text{Im}(\beta)|,
\]

and hence \( \text{im}(\varphi) \) does not contain real numbers. Since \( j \) is real-valued on the boundary \( \partial \mathcal{F} \) of \( \mathcal{F} \), \( \text{im}(\tilde{\varphi}) \) must be contained in \( \mathcal{F} \). Assume now that \( \beta \) is real. If additionally \( x_2 \) is real, then \( \text{im}(\varphi) \subset \mathbb{R} \setminus \{0, 1728\} \), and hence \( \text{im}(\tilde{\varphi}) \) is in \( \mathcal{F} \). Finally, if \( \beta \) is real and \( x_2 \) is not, \( \text{im}(\varphi)|_{[0, 1]} \) contains no real numbers. Hence, \( \text{im}(\tilde{\varphi}) \) contains no points on \( \partial \mathcal{F} \) except maybe \( \tilde{\varphi}(1) = \tau_0 \). Since \( \tilde{\varphi}(0) \in \mathcal{F} \) this implies \( \text{im}(\tilde{\varphi}) \subset \mathcal{F} \cup \partial \mathcal{F} \). The only zeros of \( j' \) on \( \mathcal{F} \cup \partial \mathcal{F} \) are located at \( i, \zeta_6 \), and \( \zeta_6^2 \). Furthermore, \( |j'((\tau)| \rightarrow \infty \) for \( \tau \rightarrow \infty \). This implies

\[
\max_{\tau \in \text{im}(\tilde{\varphi})} \{|j'(\tau)|^{-1}\} \leq c_4 \min_{t \in [0, 1]} \{|\varphi(t)|^{-2/3}, |\varphi(t) - 1728|^{-1/2}\} < c_5|\Delta_1|^{4}
\]

with absolute constants \( c_4, c_5 > 0 \). In conclusion,

\[
\left|\frac{-b + i\sqrt{|\Delta_2|}}{2a} - \tau_0\right| \leq \max_{t \in [0, 1]} |\tilde{\varphi}'(t)| < c_5C_4H^{2\delta-1}D_\exp(-C_5\sqrt{|\Delta_1|}).
\]

Note that since \( |\text{Re}(\tau_0)| \leq 1/2 \),

\[
\max\{1, \text{Im}(\tau_0)\} \geq \frac{2}{\sqrt{5}}|\tau_0|.
\]
If \( \text{Im}(\tau_0) \geq 2 \), then by (2.4),
\[
|\beta| = |j(\tau_0)| \geq \exp(2\pi \text{Im}(\tau_0)) - 1193 > \exp(\pi \max\{1, \text{Im}(\tau_0)\}) > \exp(|\tau_0|).
\]
Since \( |\beta| \leq (\delta H)^{\delta D} \) by (2.1) this implies \( |\tau_0| < \delta D \log(\delta H) \). In case of \( \text{Im}(\tau_0) < 2 \), we obtain \( |\tau_0| < \sqrt{5} \) from (5.8). Thus, in general,
\[
(5.9) \quad |\tau_0| < \max\{\sqrt{5}, \delta D \log(\delta H)\}.
\]
Consider the elliptic curve \( \mathcal{E}_{\tau_0} \) having \( j \)-invariant \( \beta \in \bar{\mathbb{Q}} \). Note that \( \mathcal{E}_{\tau_0} \) is defined over \( \mathbb{Q}(\beta) \) as a projective variety. By Lemma 3.1 of [16] there exists an absolute constant \( c_6 > 0 \) such that there exist algebraic numbers \( g_2, g_3 \in \mathbb{Q}(\beta) \) satisfying \( \max\{h(g_2), h(g_3)\} < c_6 \max\{1, h(\beta)\} \leq c_6 \max\{1, \log(\delta H)\} \) and giving a Weierstrass model \( Y^2 = 4X^3 - g_2X - g_3 \) of \( \mathcal{E}_{\tau_0} \). We now use Proposition 1 for \( \mathbb{G}_a \times \mathcal{E}_{\tau_0} \). Define the linear form
\[
\mathcal{L}(X_1, X_2) = \frac{-b + i\sqrt{2|\Delta_2|}}{2a} X_1 - X_2 \in \mathbb{Q}(i\sqrt{2|\Delta_2|})[X_1, X_2],
\]
and set \( \underline{u} = (1, \tau_0) \), \( \gamma = \exp_{\mathbb{G}_a \times \mathcal{E}_{\tau_0}}(\underline{u}) \) and \( \Lambda = \mathcal{L}(\underline{u}) \). From the fact that \( \tau_0 \) is a period of \( \mathcal{E}_{\tau_0} \) we deduce \( \gamma = (1, 0_{\mathcal{E}_{\tau_0}}) \in (\mathbb{G}_a \times \mathcal{E}_{\tau_0})(\mathbb{Q}(\beta)) \). In these terms (5.7) states that
\[
(5.10) \quad |\Lambda| < c_5 C_4(\delta) H^{2\delta - 1} |\Delta_1|^4 \exp(-C_5(\delta)\sqrt{|\Delta_1|}).
\]
Furthermore, \( \beta \neq x_2 \) implies \( \Lambda \neq 0 \), and hence \( \underline{u} \notin \ker(\mathcal{L})(\mathbb{C}) \). Thus, \( \underline{u} \notin \mathfrak{h}(\mathbb{C}) \) for any connected algebraic subgroup \( H \) of \( \mathbb{G}_a \times \mathcal{E}_{\tau_0} \) with \( \mathfrak{h}(\mathbb{C}) \subseteq \ker(\mathcal{L})(\mathbb{C}) \). Hence, the condition of Proposition 1 is satisfied. It remains to choose the constants \( B \) and \( V \) from Section 2.4. It is easy to see that \( B = |\Delta_1| \) satisfies the restriction on \( B \) stated there. In order to choose \( V \) note that \( \check{h}(\gamma_1) = \check{h}(0_{\mathcal{E}_{\tau_0}}) = 0 \). Additionally, from (5.8) and (5.9) we infer that there exists a constant \( c_7 > 0 \) such that
\[
\frac{|\tau_0|^2}{[\mathbb{Q}(\beta, \Delta_2) : \mathbb{Q}] \text{Im}(\tau_0)} \leq \frac{|\tau_0|^2}{\text{Im}(\tau_0)} < c_7 \delta D \log(\delta H).
\]
Thus, we may choose \( V = \exp(c_7 \delta D \log(\delta H)) \). Now Proposition 1 yields a constant \( C_7(\delta, D) > 0 \) such that
\[
\log|\Lambda| \geq -C_7(\delta, D) \max\{1, \log H\}^4 \log|\Delta_1|.
\]
Combining this with (5.10), we obtain
\[
|\Delta_1| \leq C_3(\delta, D) \max\{1, \log H\}^8 (\log|\Delta_1|)^2
\]
for some sufficiently large \( C_3(\delta, D) > 0 \). \( \square \)

By Lemmas 3 and 4 it remains to deal with the case (5.2). We may assume
\[
\Delta_1 > (12\delta^3 \pi^{-1} \log U)^2 = 576\delta^6 \pi^{-2} (\log(\delta + 1) + D \log H)^2.
\]
Indeed, this is no loss of generality if \( C_3(\delta, D) > 0 \) is sufficiently large. Then, 
\[ |x_1| > \exp\left(\frac{\pi}{2}\sqrt{\Delta_1}\right) = U^{3\delta} \] 
by (5.1) and hence 
\[ |x_2| > |x_1|^{(2\delta)^{-1}} = U^{3\delta^2} \] 
by (5.2). Since \( \max\{|x_1^{-1}|, |x_2^{-1}|\} < U^{-3\delta^2} \) we can apply Lemma 1 for the polynomial 
\[ X_1^\deg x_1 P X_2^\deg x_2 P(X_1^{-1}, X_2^{-1}) \] 
of height \( h(P) \) and bidegree \((\delta_1, \delta_2)\). It implies that

\[
\left| x_1^{k_1} x_2^{k_2} - \alpha \right| < 2^\delta \delta U^3 \max\{|x_1^{-1}|, |x_2^{-1}|\}^\delta \times 2^\delta \delta U^3 |x_1|^{-\delta^3/2} < 2^\delta \delta
\]
for some triple \((\alpha, k_1, k_2) \in \mathbb{Q}^* \times \mathbb{Z} \times \mathbb{Z}\) satisfying \( k_1 k_2 < 0, |k_1|, |k_2|, [\mathbb{K}(\alpha) : \mathbb{K}] \leq \delta \) and \( h(\alpha) \leq \delta \log(\delta H) \).

Set
\[
(q_1, q_2) = \left( \exp\left(\frac{2\pi i}{2} \frac{\Delta_1 + i \sqrt{|\Delta_1|}}{2} \right), \exp\left(\frac{2\pi i}{2} \frac{-b + i \sqrt{|\Delta_2|}}{2a} \right) \right).
\]

We now want to estimate the value of \( q_1^{-k_1} q_2^{-k_2} - x_1^{k_1} x_2^{k_2} \) from above. First, note that it equals

\[
q_1^{k_1} q_2^{k_2} \left[ \frac{1}{x_1^{k_1} q_1^{-k_1}} (x_2^{-k_2} q_2^{-k_2} - 1) + (x_1^{-k_1} q_1^{-k_1} - 1) \right].
\]

Here, the first factor is bounded by
\[
\left| x_1^{k_1} x_2^{k_2} \right| \leq |\alpha| + |x_1^{k_1} x_2^{k_2} - \alpha| \leq (\delta H)^{2\delta^2} + 2^\delta \delta \leq 3(\delta H)^{2\delta^2}.
\]

For the second factor, recall that (2.5)\(^3\) states
\[
|x_i q_i - 1| < 1193 \exp(-\pi \sqrt{|\Delta_i|}) \leq 1193 \exp(-\pi \sqrt{|\Delta_1|}),
\]
which implies \( |x_i q_i| < 1194 \). Since we assume \( |\Delta_1| \geq 7 \) another consequence is
\[
|x_i q_i| > 1 - 1193 \exp(-\pi \sqrt{|\Delta_1|}) > \frac{1}{4}.
\]
Furthermore, we obtain also
\[
|x_i^{-1} q_i^{-1} - 1| = |x_i^{-1} q_i^{-1}||x_i q_i - 1| < 4772 \exp(-\pi \sqrt{|\Delta_1|}).
\]

From this we infer that there exists a constant \( c_8 > 0 \) such that for all integers \( k > 0 \),
\[
|x_i^{-k} q_i^{-k} - 1| = |x_i^{-k} q_i^{-k} - 1||x_i^{-k+1} q_i^{-k+1} + \cdots + 1|
\]
\[
< c_8^k \exp(-\pi \sqrt{|\Delta_1|}).
\]

\(^3\)We remind the reader that (2.5) is valid only under the condition \( \text{Im} (\tau) \geq 1 \), which for \( i = 2 \) (resp. \( i = 1 \)) means that \( \sqrt{|\Delta_2|}/(2a) \geq 1 \) (resp. \( \sqrt{|\Delta_1|}/2 \geq 1 \)). However, by choosing the constant \( C_3(\delta, D) \) large enough, \( |x_2| > |x_1|^{(2\delta)^{-1}} \) in combination with (2.4) shows that we may assume that the former inequality is true. (The latter one is trivially true by our assumption \( \Delta_1 \geq 7 \).)
Similarly, \( |x_i^k q_i^k - 1| = |x_i q_i - 1||x_i^{k-1} q_i^{k-1} + \cdots + 1| < c_8^k \exp(-\pi \sqrt{|\Delta_i|}) \) for all \( k > 0 \) after some augmentation of \( c_8 \). Using these estimates, the second factor in (5.12) can be bounded from above by

\[
|x_1 q_1|^{-k_1} |x_2^{-k_2} q_2^{-k_2} - 1| + |x_1^{-k_1} q_1^{-k_1} - 1| < c_9 \exp(-\pi \sqrt{|\Delta_1|})
\]

for some absolute constant \( c_9 > 0 \). Thus, there exists a constant \( C_8(\delta, D) > 0 \) such that

\[
|q_1^{-k_1} q_2^{-k_2} - x_1^{-k_1} x_2^{-k_2}| < 2c_9 \delta \exp(-\pi \sqrt{|\Delta_1|}) = C_8 H^{2\delta^2 D} \exp(-\pi \sqrt{|\Delta_1|}).
\]

Together with (5.1) and (5.11), this implies

\[
|q_1^{-k_1} q_2^{-k_2} - \alpha| < C_9 H^{6\delta^2 D} \exp(-\pi \sqrt{|\Delta_1|}) + 2^8 \delta U^3 \exp(-\pi \sqrt{|\Delta_1|})
\]

\[
\leq C_9 H^{6\delta^2 D} \exp(-\pi \sqrt{|\Delta_1|})
\]

for some constant \( C_9(\delta, D) > 0 \). There exists \( a' \in \{-a + 1, \ldots, a\} \) such that \( k_1 \Delta_1 - k_2 \frac{b}{a} \equiv a' \) (mod \( 2\mathbb{Z} \)). Furthermore, there exists \( u_1 \in \mathbb{C} \) such that \( \exp(u_1) = \alpha, |u_1| \leq \log |\alpha| + \pi \) and \( -\pi < \Im(u_1) \leq \pi \). Now \( -\frac{a'}{a} \pi - \Im(u_1) < 2\pi \) and there exists some \( n \in \{-1, 0, 1\} \) such that \( -\frac{a'}{a} \pi - \Im(u_1) \leq \pi \).

We apply Proposition 2 for \( \mathbb{G}_m^2 \). For this, set \( \mathbb{K}' = \mathbb{Q}(i\sqrt{|\Delta_1|}, i\sqrt{|\Delta_2|}, \alpha) \) and choose a basis \( \xi_1, \ldots, \xi_{[\mathbb{K}' : \mathbb{Q}]} \) of \( \mathbb{K}' \) such that \( h(\xi_1 : \ldots : \xi_{[\mathbb{K}' : \mathbb{Q}]}) \leq C_{10} h(i\sqrt{|\Delta_1|}) \).

Define the linear form

\[
\mathcal{L}(X_1, X_2) = \left( \frac{a'}{a} + 2n + ik_1 \sqrt{|\Delta_1|} + ik_2 \sqrt{|\Delta_2|} \right) X_1 - X_2 \in \mathbb{K}'[X_1, X_2],
\]

and set \( u = (-\pi i, u_1), \gamma = \exp_{\mathbb{G}_m^2}(u) \), and \( \Lambda = \mathcal{L}(u) \). The choice of \( u \) implies both \( \gamma = (-\alpha, 1) \in \mathbb{G}_m^2(\mathbb{K}') \) and

\[
\Lambda = \left( \frac{a'}{a} + 2n + ik_1 \sqrt{|\Delta_1|} + ik_2 \sqrt{|\Delta_2|} \right) (-\pi i) - u_1.
\]

Note that \( |\Im(\Lambda)| = |-(\frac{a'}{a} + 2n)\pi - \Im(u_1)| \leq \pi \). We deduce that

\[
\alpha(\exp(\Lambda) - 1) = \exp(-\pi i \left( k_1 \Delta_1 - k_2 \frac{b}{a} \right) + \pi \left( k_1 \sqrt{|\Delta_1|} + k_2 \sqrt{|\Delta_2|} \right)) - \alpha.
\]

Since \( |\alpha|^{-1} \leq (\delta H)^{2\delta^2 D} \) by Liouville’s inequality (2.1) this implies

\[
|\exp(\Lambda) - 1| < C_{11} H^{7\delta^2 D} \exp\left( -\frac{\pi}{4\delta^3} \sqrt{|\Delta_1|} \right),
\]

where \( C_{11} = \delta^{2\delta^2 D} C_9 > 0 \). By choosing \( C_9(\delta, D) > 0 \) large enough we can enforce that the quantity on the right-hand side of the inequality is less than \( 1/2 \). Since \( |\log z| \leq 2|z - 1| \) if \( |z - 1| \leq 1/2 \) we deduce

\[
|\Lambda| \leq 2C_{11} H^{7\delta^2 D} \exp\left( -\frac{\pi}{4\delta^3} \sqrt{|\Delta_1|} \right).
\]
The following two lemmas deal separately with the cases $\Lambda = 0$ and $\Lambda \neq 0$ and complete our proof of Proposition 3. Note that Lemma 6 implies inequality (4.1) in fact with some exponent $2 + \varepsilon'$, $\varepsilon' > 0$, of $\log H$.

**Lemma 5.** If $\Lambda = 0$, then $x = (x_1, x_2)$ lies on a modular curve $\mathcal{V}(\Phi_m)$, $1 \leq m \leq 4\delta^5$.

**Lemma 6.** For every $\varepsilon' > 0$, there exists a constant $C_{12}(\delta, D, \varepsilon') > 0$ such that if $\Lambda \neq 0$, then $|\Delta_1|/|\Delta_2|^{2 - 2} \leq C_{12}(\delta, D, \varepsilon') \max\{1, \log H\}^{2 + \varepsilon'}$.

**Proof of Lemma 5.** If $L(u) = 0$, then Proposition 2 implies that there exists an algebraic subgroup $H$ of $G_{m}^2$ such that $u \in h(\mathbb{C}) \subseteq \ker(L(\mathbb{C}))$. Since $u \neq 0$ the coefficients of $L(X_1, X_2)$ must be $\mathbb{Q}$-linearly dependent. This implies $\sqrt{\Delta_1/\Delta_2} = -k_2/(k_1a)$ and hence also

$$1 \leq a = -\frac{k_2\sqrt{\Delta_2}}{k_1\sqrt{\Delta_1}} \leq -\frac{k_2}{k_1} \leq \delta.$$ 

Now, $\sqrt{\Delta_2/\Delta_1}$ is a rational number with numerator and denominator bounded by $\delta^2$ and $\delta$, respectively. Denote its denominator by $d$. Since

$$x_2 = \frac{-b + i\sqrt{|\Delta_2|}}{2a} = \left(2d\sqrt{\frac{\Delta_2}{\Delta_1}} + d\sqrt{\Delta_1\Delta_2} - bd\right) \frac{\Delta_1 + i\sqrt{|\Delta_1|}}{2}$$

the point $x = (x_1, x_2)$ lies on a modular curve $\mathcal{V}(\Phi_m)$, where

$$m \leq 4ad^2 \sqrt{\frac{\Delta_2}{\Delta_1}} \leq 4\delta^5.$$ 

**Proof of Lemma 6.** If $L(u) \neq 0$, then Proposition 2 implies

$$\log |L(u)| \geq -c_2(n) \max\{V', [K': \mathbb{Q}](h(\xi_1: \ldots: \xi_{[K': \mathbb{Q}]} + \log[\mathbb{K}' : \mathbb{Q}])\}

with $V'$ as defined in Section 2.4. Recall that

$$h(\xi_1: \ldots: \xi_{[K': \mathbb{Q}]}) \leq C_{10}h(i\sqrt{|\Delta_1|} : i\sqrt{|\Delta_2|} : \alpha),$$

and hence there exists a constant $C_{13}(\delta, D) > 0$ such that

$$h(\xi_1: \ldots: \xi_{[K': \mathbb{Q}]}) \leq C_{13}(\delta, D) \max\{1, \log H\} \log |\Delta_1|.$$ 

There exists a constant $C_{14}(\delta, D) > 0$ such that

$$a \leq C_{14}(\delta, D) \max\{1, \log \log^+ H\}.$$ 

Furthermore, there exists a constant $C_{15}(\delta, D, \varepsilon') > 0$ satisfying

$$V' \leq C_{15}(\delta, D, \varepsilon') \max\{1, \log H\}^{1 + \varepsilon'/2} \log |\Delta_1|.$$
Therefore,

\[ \sqrt{|\Delta_1|} \leq C_{16}(\delta, D, \varepsilon') \max\{1, \log H\}^{1+\varepsilon'/2} \log |\Delta_1| \]

for some constant \( C_{16}(\delta, D, \varepsilon') > 0 \), and the lemma follows. \( \square \)

6. Proof of Theorem 1

It is easy to see that all curves of the types listed in Theorem 1 contain infinitely many CM-points. We show the converse by using Theorem 2. Assume that \( C \) is a geometrically irreducible algebraic curve of \( \mathbb{A}^2(\mathbb{C}) \) containing infinitely many CM-points. We may and do assume that \( C \) is neither a horizontal nor a vertical line, which means that \( C \) is of positive degree \( \delta_i > 0 \) in \( X_i \) for \( i = 1, 2 \). Now choose some \( \varepsilon > 0 \). For every CM-point \( \bar{x} \in C \) of discriminant \((\Delta_1, \Delta_2)\), Theorem 2 implies that

\[ \max\{|\Delta_1|, |\Delta_2|\} < C_1(\varepsilon, \max\{\delta_1, \delta_2\}, [K : \mathbb{Q}]) \max\{1, h(C)\}^{8+\varepsilon} \]

or \( \bar{x} \in C \) is on a modular curve \( \mathcal{V}(\Phi_m), 1 \leq m \leq 4 \max\{\delta_1, \delta_2\}^5 \). Since there exist only finitely many CM-points of bounded discriminant the latter case must occur infinitely often. Thus, there exists some \( 1 \leq f \leq 4 \max\{\delta_1, \delta_2\}^5 \) such that \( \mathcal{V}(\Phi_f) \) has infinitely many intersection points with \( C \). As \( \mathcal{V}(\Phi_f) \) and \( C \) are geometrically irreducible this implies \( \mathcal{V}(\Phi_f) = C \).
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