
Annals of Mathematics 174 (2011), 341–360
doi: 10.4007/annals.2011.174.1.9

Double shuffle relation for associators

By Hidekazu Furusho

Abstract

It is proved that Drinfel′d’s pentagon equation implies the generalized

double shuffle relation. As a corollary, an embedding from the Grothen-

dieck-Teichmüller group GRT1 into Racinet’s double shuffle group DMR0

is obtained, which settles the project of Deligne-Terasoma. It is also proved

that the gamma factorization formula follows from the generalized double

shuffle relation.
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0. Introduction

This paper shows that Drinfel′d’s pentagon equation [Dri90] implies the

generalized double shuffle relation. As a corollary, we obtain an embedding

from the Grothendieck-Teichmüller (pro-unipotent) group GRT1 (loc. cit.) to

Racinet’s double shuffle (pro-unipotent) group DMR0 ([Rac02]). This realizes

the project of Deligne-Terasoma [DT] where a different approach is indicated.

Their arguments concern multiplicative convolutions whereas our methods are

based on a bar construction calculus. We also prove that the gamma factor-

ization formula follows from the generalized double shuffle relation. It extends

the result in [DT], [Iha99] where they show that the GT-relations imply the

gamma factorization.

341

http://annals.math.princeton.edu/annals/about/cover/cover.html
http://dx.doi.org/10.4007/annals.2011.174.1.9


342 HIDEKAZU FURUSHO

Multiple zeta values ζ(k1, . . . , km) are the real numbers defined by the

following series

ζ(k1, . . . , km) :=
∑

0<n1<···<nm

1

nk11 · · ·n
km
m

for m, k1, . . . , km ∈ N(= Z>0). This converges if and only if km > 1. They

were studied (allegedly) first by Euler [Eul] for m = 1, 2. Several types of

relations among multiple zeta values have been discussed. In this paper we

focus on two types of relations: GT-relations and generalized double shuffle

relations. Both of them are described in terms of the Drinfel′d associator

[Dri90]

ΦKZ(X0, X1)

= 1 +
∑

(−1)mζ(k1, . . . , km)Xkm−1
0 X1 · · ·Xk1−1

0 X1 + (regularized terms)

which is a noncommutative formal power series in two variables X0 and X1.

Its coefficients including regularized terms are explicitly calculated to be linear

combinations of multiple zeta values in [Fur03, Prop. 3.2.3] by Le-Murakami’s

method [LM96]. The Drinfel′d associator is introduced as the connection ma-

trix of the Knizhnik-Zamolodchikov equation in [Dri90].

The GT-relations are a kind of geometric relation. They consist of one

pentagon equation (1.1) and two hexagon equations (1.2), (1.3) (see below) for

group-like (cf. §1) series. An associator means a group-like series ϕ satisfying

(1.1) and for which there exists µ such that the pair (µ, ϕ) satisfies (1.2) and

(1.3). It is shown in [Dri90] that ΦKZ satisfies GT-relations (with µ = 2πi) by

using symmetry of the KZ-system on configuration spaces. The following is

our previous theorem in [Fur10].

Theorem 0.1 ([Fur10, Th. 1]). For any group-like series ϕ satisfying

(1.1) there always exists (unique up to signature) µ ∈ k̄ such that (1.2) and

(1.3) (see below) hold for (µ, ϕ).

In contrast, the generalized double shuffle relation is a kind of combina-

torial relation. It arises from two ways of expressing multiple zeta values as

iterated integrals and as power series. There are several formulations of the

relations (see [IKZ06], [Rac02]). In particular, they are formulated as (1.5)

(see below) for ϕ = ΦKZ in [Rac02].

Theorem 0.2. Let ϕ be a noncommutative formal power series in two

variables which is group-like. Suppose that ϕ satisfies Drinfel ′d’s pentagon

equation (1.1). Then it also satisfies the generalized double shuffle relation (1.5)

(see below).
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We note that a similar result is announced by Terasoma in [Ter06]. The

essential part of our proof is to use the series shuffle formula (3.1) (see below),

a functional relation among complex multiple polylogarithms (2.3) and (2.5).

This induces the series shuffle formula (3.2) for the corresponding elements in

the bar construction of the moduli spaceM0,5. We evaluate each term of (3.2)

at the product of the last two terms of (1.6) in Section 4 and conclude the

series shuffle formula (3.3) for above ϕ.

The Grothendieck-Teichmüller group GRT1 is a pro-unipotent group in-

troduced by Drinfel′d [Dri90] which is closely related to Grothendieck’s phi-

losophy of Teichmüller-Lego in [Gro84]. Its set of k-valued (k: a field with

characteristic 0) points is defined to be the set of associators ϕ with µ = 0. Its

multiplication is given by

(0.1) ϕ1 ◦ ϕ2 := ϕ1(ϕ2X0ϕ
−1
2 , X1) · ϕ2 = ϕ2 · ϕ1(X0, ϕ

−1
2 X1ϕ2).

In contrast, the double shuffle group DMR0 is a pro-unipotent group introduced

by Racinet [Rac02]. Its set of k-valued points consists of group-like series ϕ

which satisfy (1.5)1 and cX0(ϕ) = cX1(ϕ) = cX0X1(ϕ) = 0. (For a monic

monomial W , cW (ϕ) is the coefficient of W in ϕ.) Its multiplication2 is given

by equation (0.1). It is conjectured that both groups are isomorphic to the

unipotent part of the motivic Galois group of Z, i.e., the Galois group of

unramified mixed Tate motives (as explained in [And04]). The following are

direct corollaries of our Theorem 0.2 since equations (1.2) and (1.3) for (µ, ϕ)

imply cX0X1(ϕ) = µ2

24 .

Corollary 0.3. The Grothendieck-Teichmüller group GRT1 is embedded

in the double shuffle group DMR0 as pro-algebraic groups.

Considering their associated Lie algebras, we get an embedding from the

Grothendieck-Teichmüller Lie algebra grt1 [Dri90] into the double shuffle Lie

algebra dmr0 [Rac02].

Corollary 0.4. For µ ∈ k×, the Grothendieck-Teichmüller torsor Mµ

is embedded in the double shuffle torsor DMRµ as pro-torsors.

Here Mµ is the right GRT1-torsor in [Dri90] whose action is given by

equation (0.1) and whose set of k-valued points is defined to be the collection

of associators ϕ with µ, and DMRµ is the right DMR0-torsor in [Rac02] whose

action is given by equation (0.1) and whose set of k-valued points is defined to

be the collection of group-like series ϕ which satisfy (1.5), cX0(ϕ) = cX1(ϕ) = 0

1For our convenience, we change some signatures in the original definition ([Rac02,

Def. 3.2.1]).
2 Again for our convenience, we change the order of multiplication in [Rac02, (3.1.2.1)].
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and cX0X1(ϕ) = µ2

24 respectively. We note that ΦKZ gives an element of Mµ(C)

and DMRµ(C) with µ = 2πi.

Let ϕ ∈ k〈〈X0, X1〉〉 be a noncommutative formal power series in two vari-

ables which is group-like with cX0(ϕ) = cX1(ϕ) = 0. It is uniquely expressed

as ϕ = 1 + ϕX0X0 + ϕX1X1 with ϕX0 , ϕX1 ∈ k〈〈X0, X1〉〉. The meta-abelian

quotient Bϕ(x0, x1) of ϕ is defined to be (1 + ϕX1X1)
ab where h 7→ hab is

the abelianization map k〈〈X0, X1〉〉 → k[[x0, x1]]. The following is our second

main theorem.

Theorem 0.5. Let ϕ be a noncommutative formal power series in two

variables which is group-like with cX0(ϕ) = cX1(ϕ) = 0. Suppose that it satis-

fies the generalized double shuffle relation (1.5). Then its meta-abelian quotient

is gamma-factorizable; i.e., there exists a unique series Γϕ(s) in 1 + s2k[[s]]

such that

(0.2) Bϕ(x0, x1) =
Γϕ(x0)Γϕ(x1)

Γϕ(x0 + x1)
.

The gamma element Γϕ gives the correction term ϕcorr of the series shuffle

regularization (1.4) by ϕcorr = Γϕ(−Y1)−1.

This theorem extends the results in [DT], [Iha99] which show that for

any group-like series satisfying (1.1), (1.2) and (1.3) its meta-abelian quotient

is gamma factorizable. This result might be a step to relate DMR with the

set SolKV of solutions of the Kashiwara-Vergne equations which is defined

by a certain tangential automorphism condition and a coboundary Jacobian

condition [AT], [AET10] since equation (0.2) is regarded as a consequence of

the latter condition (cf. [AET10, §2.1]). It is calculated in [Dri90] that Γϕ(s) =

exp{∑∞n=2
ζ(n)
n sn} = e−γsΓ(1−s) (γ: Euler constant, Γ(s): the classical gamma

function) in particular case of ϕ = ΦKZ.

Section 1 is a review of the GT-relations and the generalized double shuffle

relation. In Section 2 we review the notion of bar constructions which is a

main tool of the proof of Theorem 0.2 in Section 3. Auxiliary lemmas which

are necessary to the proof are shown in Section 4. Theorem 0.5 is proved in

Section 5. Appendix A is a brief review of the essential part of the proof of

Racinet’s theorem that DMR0 forms a group.

1. GT-relations and generalized double shuffle relation

Let k be a field with characteristic 0. Let UF2 = k〈〈X0, X1〉〉 be a non-

commutative formal power series ring in two variables X0 and X1. An el-

ement ϕ = ϕ(X0, X1) is called group-like if it satisfies ∆(ϕ) = ϕ“⊗ϕ with

∆(X0) = X0 ⊗ 1 + 1 ⊗ X0 and ∆(X1) = X1 ⊗ 1 + 1 ⊗ X1, and its constant

term is 1. Here, “⊗ means the completed tensor product. For any k-algebra ho-

momorphism ι : UF2 → S, the image ι(ϕ) ∈ S is denoted by ϕ(ι(X0), ι(X1)).
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Let a4 be the completion (with respect to the natural grading) of the pure

braid Lie algebra with 4-strings, i.e., the Lie algebra over k with generators tij
(1 6 i, j 6 4) and defining relations tii = 0, tij = tji, [tij , tik + tjk] = 0 (i,j,k:

all distinct) and [tij , tkl] = 0 (i,j,k,l: all distinct). Let ϕ = ϕ(X0, X1) be a

group-like element of UF2 and µ ∈ k. The GT-relations for (µ, ϕ) consist of

one pentagon equation

(1.1) ϕ(t12, t23+t24)ϕ(t13+t23, t34) = ϕ(t23, t34)ϕ(t12+t13, t24+t34)ϕ(t12, t23)

and two hexagon equations

exp

{
µ(t13 + t23)

2

}
= ϕ(t13, t12) exp

{
µt13

2

}
ϕ(t13, t23)

−1 exp

{
µt23

2

}
ϕ(t12, t23),

(1.2)

exp

{
µ(t12 + t13)

2

}
= ϕ(t23, t13)

−1 exp

{
µt13

2

}
ϕ(t12, t13) exp

{
µt12

2

}
ϕ(t12, t23)

−1.

(1.3)

Let πY : k〈〈X0, X1〉〉 → k〈〈Y1, Y2, . . . 〉〉 be the k-linear map between non-

commutative formal power series rings that sends all the words ending in X0 to

zero and the wordXnm−1
0 X1 · · ·Xn1−1

0 X1 (n1, . . . , nm ∈N) to (−1)mYnm · · ·Yn1.

Define the coproduct ∆∗ on k〈〈Y1, Y2, . . . 〉〉 by ∆∗Yn =
∑n
i=0 Yi ⊗ Yn−i with

Y0 := 1. For ϕ =
∑
W :word cW (ϕ)W ∈ k〈〈X0, X1〉〉, define the series shuffle

regularization ϕ∗ = ϕcorr · πY (ϕ) with the correction term

(1.4) ϕcorr = exp

Ç ∞∑
n=1

(−1)n

n
cXn−1

0 X1
(ϕ)Y n

1

å
.

For a group-like series ϕ ∈ UF2 the generalised double shuffle relation means

the equality

(1.5) ∆∗(ϕ∗) = ϕ∗“⊗ϕ∗.
Let P5 stand for the completion (with respect to the natural grading)

of the pure sphere braid Lie algebra with 5 strings; the Lie algebra over k

generated byXij (1 6 i, j 6 5) with relationsXii = 0, Xij = Xji,
∑5
j=1Xij = 0

(1 6 i, j 6 5) and [Xij , Xkl] = 0 if {i, j} ∩ {k, l} = ∅. Denote its universal

enveloping algebra by UP5. (Note: X45 = X12 + X13 + X23, X51 = X23 +

X24 +X34.) There is a surjection τ : a4 → P5 sending tij to Xij (1 6 i, j 6 4).

Its kernel is the center of a4 generated by
∑

16i,j64 tij . By [Fur10, Lemma 5],

Theorem 0.2 is reduced to the following.

Theorem 1.1. Let ϕ be a group-like element of UF2 with cX0(ϕ) =

cX1(ϕ) = 0. Suppose that ϕ satisfies the 5-cycle relation in UP5

(1.6) ϕ(X34, X45)ϕ(X51, X12)ϕ(X23, X34)ϕ(X45, X51)ϕ(X12, X23) = 1.
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Then it also satisfies the generalized double shuffle relation, i.e. ∆∗(ϕ∗) =

ϕ∗“⊗ϕ∗.
2. Bar constructions

In this section we review the notion of bar construction and multiple

polylogarithm functions which are essential to prove our main theorem.

Let M0,4 be the moduli space

{(x1, . . . , x4) ∈ (P1
k)

4|xi 6= xj(i 6= j)}/PGL2(k)

of 4 different points in P1. It is identified with {z ∈ P1|z 6= 0, 1,∞} by sending

[(0, z, 1,∞)] to z. Let M0,5 be the moduli space

{(x1, . . . , x5) ∈ (P1
k)

5|xi 6= xj(i 6= j)}/PGL2(k)

of 5 different points in P1. It is identified with

{(x, y) ∈ G2
m|x 6= 1, y 6= 1, xy 6= 1}

by sending [(0, xy, y, 1,∞)] to (x, y).

For M =M0,4/k or M0,5/k, we consider Brown’s variant V (M) [Bro09]

of Chen’s reduced bar construction [Che77]. This is a graded Hopf algebra

V (M) = ⊕∞m=0Vm (⊂ TV1 = ⊕∞m=0V
⊗m
1 ) over k. Here V0 = k, V1 = H1

DR(M),

and Vm is the totality of linear combinations (finite sums)
∑
I=(im,...,i1) cI [ωim |

· · · |ωi1 ] ∈ V ⊗m1 (cI ∈ k, ωij ∈ V1, [ωim | · · · |ωi1 ] := ωim ⊗ · · · ⊗ ωi1) satisfying

the integrability condition

(2.1)
∑

I=(im,...,i1)

cI [ωim |ωim−1 | · · · |ωij+1 ∧ ωij | · · · |ωi1 ] = 0

in V ⊗m−j−11 ⊗H2
DR(M)⊗ V ⊗j−11 for all j (1 6 j < m).

ForM=M0,4, V (M0,4) is generated by ω0=d log(z) and ω1=d log(z−1)

with the relation ω0 ∧ ω1 = 0. We identify V (M0,4) with the graded k-linear

dual of UF2 by ExpΩ4 = ExpΩ4(x;X0, X1) :=
∑
Xim · · ·Xi1 ⊗ [ωim | · · · |ωi1 ] ∈

UF2“⊗V (M0,4). Here the sum is taken over m > 0 and i1, . . . , im ∈ {0, 1}. It is

easy to see that the identification is compatible with Hopf algebra structures.

We note that the product l1 · l2 ∈ V (M0,4) for l1, l2 ∈ V (M0,4) is given by

l1 · l2(f) :=
∑
i l1(f

(i)
1 )l2(f

(i)
2 ) for f ∈UF2 with ∆(f)=

∑
i f

(i)
1 ⊗ f

(i)
2 . Occasion-

ally we regard V (M0,4) as the regular function ring of F2(k) = {g ∈ UF2|g :

group-like} = {g ∈ UF2|g(0) = 1,∆(g) = g ⊗ g}.
ForM =M0,5, V (M0,5) is generated by ωk,l = d log(xk−xl) (1 6 k, l 6 5)

with relations ωii = 0, ωij = ωji,
∑5
j=1 ωij = 0 (1 6 i, j 6 5) and ωij ∧ ωkl = 0

if {i, j} ∩ {k, l} = ∅. By definition, V (M0,5) is naturally identified with the

graded k-linear dual of UP5. The identification is induced from

ExpΩ5 :=
∑

XJm · · ·XJ1 ⊗ [ωJm | · · · |ωJ1 ] ∈ UP5“⊗TV1,
where the sum is taken over m > 0 and J1, . . . , Jm ∈ {(k, l)|1 6 k < l 6 5}.
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Remark 2.1. Here every monomial in UP5 appears in the left-hand tensor

factor of ExpΩ5. But when these monomials are gathered in terms of a linear

basis of UP5, the right-hand tensor factors automatically gather into linear

combinations of a basis of V (M0,5). Hence ExpΩ5 lies on UP5“⊗V (M0,5).

Especially the identification between degree 1 terms is given by

Ω5 =
∑

16k<l65

Xkld log(xk − xl) ∈ P5 ⊗H1
DR(M0,5).

In terms of the coordinate (x, y),

Ω5 = X12d log(xy) +X13d log y +X23d log y(1− x)

+X24d log(1− xy) +X34d log(1− y)

= X12d log x+X23d log(1− x) + (X12 +X13 +X23)d log y

+X34d log(1− y) +X24d log(1− xy)

= X12
dx

x
+X23

dx

x− 1
+X45

dy

y
+X34

dy

y − 1
+X24

ydx+ xdy

xy − 1
.

It is easy to see that the identification is compatible with Hopf algebra struc-
tures. We note again that the product l1 · l2 ∈ V (M0,5) for l1, l2 ∈ V (M0,5) is

given by l1 · l2(f) :=
∑
i l1(f

(i)
1 )l2(f

(i)
2 ) for f ∈ UP5 with ∆(f) =

∑
i f

(i)
1 ⊗ f

(i)
2

(∆: the coproduct of UP5). Occasionally we also regard V (M0,5) as the

regular function ring of P5(k) = {g ∈ UP5|g : group-like}.
For the moment, assume that k is a subfield of C. We have an embedding

(called a realization in [Bro09, §§1.2 and 3.6]) ρ : V (M) ↪→ Io(M) as an algebra

over k which sends
∑
I=(im,...,i1) cI [ωim | · · · |ωi1 ] (cI ∈ k) to

∑
I cIIt

∫
o ωim ◦ · · · ◦

ωi1 . Here
∑
I cIIt

∫
o ωim ◦ · · · ◦ ωi1 means the iterated integral defined by

(2.2)
∑
I

cI

∫
0<t1<···<tm−1<tm<1

ωim(γ(tm)) · ωim−1(γ(tm−1)) · · · ·ωi1(γ(t1))

for all analytic paths γ : (0, 1)→M(C) starting from the tangential basepoint

o (defined by d
dz for M = M0,4 and defined by d

dx and d
dy for M = M0,5) at

the origin in M (for its treatment, see also [Del89, §15]) and Io(M)3 denotes

the Oan
M-module generated by all such homotopy invariant iterated integrals

with m > 1 and holomorphic 1-forms ωi1 , . . . , ωim ∈ Ω1(M).

For a = (a1, . . . , ak) ∈ Zk>0, its weight and its depth are defined to be

wt(a) =a1 + · · · + ak and dp(a) =k respectively. Put z∈C with |z|<1. Con-

sider the following complex function which is called the one variable multiple

polylogarithm:

(2.3) Lia(z) :=
∑

0<m1<···<mk

zmk

ma1
1 · · ·m

ak
k

.

3In [Bro09] it is denoted by Lo(M).
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It satisfies the following differential equation:

d

dz
Lia(z) =


1
zLi(a1,...,ak−1,ak−1)(z) if ak 6= 1,
1

1−zLi(a1,...,ak−1)(z) if ak = 1, k 6= 1,
1

1−z if ak = 1, k = 1.

It gives an iterated integral starting from o, which lies on Io(M0,4). Actually

it corresponds to an element of V (M0,4) denoted by la. It is expressed as

(2.4) la = (−1)k[ω0| · · · |ω0︸ ︷︷ ︸
ak−1

|ω1|ω0| · · · |ω0︸ ︷︷ ︸
ak−1−1

|ω1|ω0| · · · · · · |ω1|ω0| · · · |ω0︸ ︷︷ ︸
a1−1

|ω1]

and is calculated by la(ϕ) = (−1)kc
X

ak−1

0 X1X
ak−1−1

0 X1···X
a1−1
0 X1

(ϕ) for a series

ϕ =
∑
W :word cW (ϕ)W .

For a = (a1, . . . , ak) ∈ Zk>0, b = (b1, . . . , bl) ∈ Zl>0 and x, y ∈ C with

|x| < 1 and |y| < 1, consider the following complex function which is called

the two variables multiple polylogarithm:

(2.5) Lia,b(x, y) :=
∑

0<m1<···<mk
<n1<···<nl

xmk ynl

ma1
1 · · ·m

ak
k n

b1
1 · · ·n

bl
l

.

It satisfies the following differential equations in [BF06, §5]:
(2.6)
d

dx
Lia,b(x, y)

=



1
xLi(a1,...,ak−1,ak−1),b(x, y) if ak 6= 1,
1

1−xLi(a1,...,ak−1),b(x, y)−
Ä
1
x + 1

1−x

ä
Li(a1,...,ak−1,b1),(b2,...,bl)(x, y)

if ak = 1, k 6= 1, l 6= 1,
1

1−xLib(y)−
Ä
1
x + 1

1−x

ä
Li(b1),(b2,...,bl)(x, y) if ak = 1, k = 1, l 6= 1,

1
1−xLi(a1,...,ak−1),b(x, y)−

Ä
1
x + 1

1−x

ä
Li(a1,...,ak−1,b1)(xy)

if ak = 1, k 6= 1, l = 1,
1

1−xLib(y)−
Ä
1
x + 1

1−x

ä
Lib(xy) if ak = 1, k = 1, l = 1,

d

dy
Lia,b(x, y) =


1
yLia,(b1,...,bl−1,bl−1)(x, y) if bl 6= 1,
1

1−yLia,(b1,...,bl−1)(x, y) if bl = 1, l 6= 1,
1

1−yLia(xy) if bl = 1, l = 1.

By analytic continuation, the functions Lia,b(x, y), Lia,b(y, x), Lia(x), Lia(y)

and Lia(xy) give iterated integrals starting from o, which lie on Io(M0,5).

They correspond to elements of V (M0,5) by the map ρ denoted by lx,ya,b, ly,xa,b,

lxa, lya and lxya respectively. Note that they are expressed as

(2.7)
∑

I=(im,...,i1)

cI [ωim | · · · |ωi1 ]
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for some m ∈ N with cI ∈ Q and ωij ∈ {dxx ,
dx
1−x ,

dy
y ,

dy
1−y ,

xdy+ydx
1−xy }. It is

easy to see that they indeed lie on V (M0,5); i.e., they satisfy the integrability

condition (2.1). It is proved by induction on weights: suppose that lx,ya,b is

expressed as above. Then by our induction assumption, (2.1) holds for 1 6
j 6 m − 2. By the integrability of the complex analytic function Lia,b(x, y),

we have d ◦ dLia,b(x, y) = 0. This implies (2.1) for j = m − 1. The same

arguments also work for ly,xa,b, lxa, lya and lxya .

Examples 2.2. Put α0 = dx
x , α1 = dx

1−x , β0 = dy
y , β1 = dy

1−y and γ =
xdy+ydx
1−xy . The function Li2,1(x, y) corresponds to lx,y2,1 = [β1|α0|γ] + [β1|β0|γ] +

[α0|β1|γ] + [α0|α1|β1] − [α0|α0|γ] − [α0|α1|γ]. By a direct computation it can

be checked that lx,y2,1 lies on V (M0,5). The analytic continuation ρ(lx,y2,1 ) of

Li2,1(x, y) is calculated by (2.2). In particular, when we take any path γ(t)

starting from o to (x, y) in the open unit disk ofM0,5(C) we get the expression

(2.5) of Li2,1(x, y) for |x|, |y| < 1.

3. Proof of Theorem 0.2

Suppose that ϕ is an element as in Theorem 1.1. Recall that multiple poly-

logarithms satisfy the analytic identity, the series shuffle formula in Io(M0,5)

(3.1) Lia(x) · Lib(y) =
∑

σ∈Sh6(k,l)

Liσ(a,b)(σ(x, y)).

Here Sh6(k, l) := ∪∞N=1{σ : {1, . . . , k+ l} → {1, . . . , N}|σ is onto, σ(1) < · · · <
σ(k), σ(k + 1) < · · · < σ(k + l)}, σ(a,b) := ((c1, . . . , cj), (cj+1, . . . , cN )) with

{j,N} = {σ(k), σ(k + l)},

ci =


as + bt−k if σ−1(i) = {s, t} with s < t,

as if σ−1(i) = {s} with s 6 k,

bs−k if σ−1(i) = {s} with s > k,
and

σ(x, y) =


xy if σ−1(N) = k, k + l,

(x, y) if σ−1(N) = k + l,

(y, x) if σ−1(N) = k.

Since ρ is an embedding of algebras, the above analytic identity immediately

implies the algebraic identity, the series shuffle formula in V (M0,5)

(3.2) lxa · l
y
b =

∑
σ∈Sh6(k,l)

l
σ(x,y)
σ(a,b).

Examples 3.1. Under the notation in Example 2.2, lx2 = [α0|α1], l
y
1 = [β1],

lxy3 = [α0+β0|α0+β0|γ] and ly,x1,2 = [β1|α0|α1]−[β0|α0|γ]−[β0|β0|γ]−[β1|α0|γ]−
[β1|β0|γ] + [α0|β1|α1] − [α0|β0|γ] − [α0|β1|γ] + [α0|α1|γ]. A direct calculation
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shows the validity of equation (3.2) in the case of a = (2) and b = (1). (For

lx,y2,1 , see Example 2.2.)

Evaluation of equation (3.2) at the group-like element ϕ451ϕ123
4 gives the

series shuffle formula

(3.3) la(ϕ) · lb(ϕ) =
∑

σ∈Sh6(k,l)

lσ(a,b)(ϕ)

for admissible5 indices a and b because of Lemmas 4.1 and 4.2 below.

Define the integral regularized value lIa(ϕ) and series regularized value

lSa (ϕ) in k[T ] (T : a parameter which stands for log x) for all indices a as

follows: lIa(ϕ) is defined by lIa(ϕ) = la(eTX1ϕ). (Equivalently, lIa(ϕ) for any

index a is uniquely defined in such a way that the iterated integral shuffle

formulae (cf.[BF06]§7) remain valid for all indices a with lI1(ϕ) := −T and

lIa(ϕ) := la(ϕ) for all admissible indices a.) Similarly, put lS1 (ϕ) := −T and

put lSa (ϕ) := la(ϕ) for all admissible indices a. Then by the results in [Hof97],

lSa (ϕ) for a nonadmissible index a is also uniquely defined in such a way that

the series shuffle formulae (3.3) remain valid for lSa (ϕ) with all indices a.

Let L be the k-linear map from k[T ] to itself defined via the generating

function:

L(expTu) =
∞∑
n=0

L(Tn)
un

n!
(3.4)

= exp

®
−
∞∑
n=1

lIn(ϕ)
un

n

´(
= exp

®
Tu−

∞∑
n=1

ln(ϕ)
un

n

´)
.

Proposition 3.2. Let ϕ be an element as in Theorem 1.1. Then the

regularization relation holds, i.e. lSa (ϕ) = L
Ä
lIa(ϕ)

ä
for all indices a.

Proof. We may assume that a is nonadmissible because the proposition is

trivial if a is admissible. When a is of the form (1, 1, . . . , 1), the proof is given

as follows, using the same argument as in [Gon02, Lemma 7.9]: By the series

shuffle formulae,
m∑
k=0

(−1)klSk+1(ϕ) · lS1, 1, . . . , 1︸ ︷︷ ︸
m−k

(ϕ) = (m+ 1)lS1, 1, . . . , 1︸ ︷︷ ︸
m+1

(ϕ)

for m > 0. Here we put lS∅ (ϕ) = 1. This means∑
k,l>0

(−1)klSk+1(ϕ) · lS1, 1, . . . , 1︸ ︷︷ ︸
l

(ϕ)uk+l =
∑
m>0

(m+ 1)lS1, 1, . . . , 1︸ ︷︷ ︸
m+1

(ϕ)um.

4For simplicity, we mean ϕijk for ϕ(Xij , Xjk) ∈ UP5.
5An index a = (a1, . . . , ak) is called admissible if ak > 1.
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Put f(u) =
∑
n>0 l

S
1, 1, . . . , 1︸ ︷︷ ︸

n

(ϕ)un. Then the above equality can be read as

∑
k>0

(−1)klSk+1(ϕ)uk =
d

du
log f(u).

Integrating and adjusting constant terms gives∑
n>0

lS1, 1, . . . , 1︸ ︷︷ ︸
n

(ϕ)un = exp

®
−
∑
n>1

(−1)nlSn(ϕ)
un

n

´
= exp

®
−
∑
n>1

(−1)nlIn(ϕ)
un

n

´
because lSn(ϕ) = lIn(ϕ) = ln(ϕ) for n > 1 and lS1 (ϕ) = lI1(ϕ) = −T . Since

lIa(ϕ) = (−T )m
m! for a = (1, 1, . . . , 1︸ ︷︷ ︸

m

), we get lSa (ϕ) = L
Ä
lIa(ϕ)

ä
.

When a is of the form (a′, 1, 1, . . . , 1︸ ︷︷ ︸
l

) with a′ admissible, the proof is given

by the following induction on l. By (3.2),

lxa′(e
TX51ϕ451ϕ123) · ly1, 1, . . . , 1︸ ︷︷ ︸

l

(eTX51ϕ451ϕ123)

=
∑

σ∈Sh6(k,l)

l
σ(x,y)

σ(a′,(1, 1, . . . , 1)︸ ︷︷ ︸
l

)
(eTX51ϕ451ϕ123)

with k = dp(a′). By Lemmas 4.3 and 4.4,

la′(ϕ) · lI1, 1, . . . , 1︸ ︷︷ ︸
l

(ϕ) =
∑

σ∈Sh6(k,l)

lI
σ(a′,(1, 1, . . . , 1)︸ ︷︷ ︸

l

)
(ϕ).

Then by our induction assumption, taking the image by the map L gives

la′(ϕ) · lS1, 1, . . . , 1︸ ︷︷ ︸
l

(ϕ) = L
Ä
lI
a′,1, 1, . . . , 1︸ ︷︷ ︸

l

(ϕ)
ä

+
∑

σ 6=id∈Sh6(k,l)

lS
σ(a′,(1, 1, . . . , 1)︸ ︷︷ ︸

l

)
(ϕ).

Since lSa′(ϕ) and lS1,...,1(ϕ) satisfy the series shuffle formula, L
Ä
lIa(ϕ)

ä
must be

equal to lSa (ϕ). �

Embed k〈〈Y1, Y2, . . . 〉〉 into k〈〈X0, X1〉〉 by sending Ym to −Xm−1
0 X1.

Then by the above proposition,

lSa (ϕ) = L(lIa(ϕ)) = L(la(eTX1ϕ)) = la
Ä
L(eTX1πY (ϕ))

ä
= la(exp

{
−
∞∑
n=1

lIn(ϕ)
Xn

1

n

}
· πY (ϕ))

= la(exp

{
−TY1 +

∞∑
n=1

(−1)n

n
cXn−1

0 X1
(ϕ)Y n

1

}
· πY (ϕ)) = la(e−TY1ϕ∗)
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for all a because l1(ϕ) = 0. As for the third equality we use (L⊗kid)◦(id⊗kla) =

(id ⊗k la) ◦ (L ⊗k id) on k[T ] ⊗k k〈〈X0, X1〉〉. All lSa (ϕ)’s satisfy the series

shuffle formulae (3.3), so the la(e−TY1ϕ∗)’s do also. By putting T = 0, we

get that la(ϕ∗)’s also satisfy the series shuffle formulae for all a. Therefore

∆∗(ϕ∗) = ϕ∗“⊗ϕ∗. This completes the proof of Theorem 1.1, which implies

Theorem 0.2. �

4. Auxiliary lemmas

We prove all lemmas which are required to prove Theorem 0.2 in the

previous section.

Lemma 4.1. Let ϕ be a group-like element in k〈〈X0, X1〉〉 with cX0(ϕ) =

cX1(ϕ) = 0. Then lxa(ϕ451ϕ123) = la(ϕ), lya(ϕ451ϕ123) = la(ϕ), lxya (ϕ451ϕ123) =

la(ϕ) and lx,ya,b(ϕ451ϕ123) = lab(ϕ) for any indices a and b.

Proof. Consider the map M0,5 →M0,4 sending

[(x1, . . . , x5)] 7→ [(x1, x2, x3, x5)].

This induces the projection p4 : UP5 � UF2 sending X12 7→ X0, X23 7→ X1

and Xi4 7→ 0 (i ∈ Z/5). Express la as (2.4). Since (p4 ⊗ id)(ExpΩ5) =

ExpΩ4(x) ∈ UF2“⊗V (M0,5), it induces the map p∗4 : V (M0,4) → V (M0,5)

which gives p∗4([
dz
z ]) = [dxx ] and p∗4([

dz
1−z ]) = [ dx1−x ]. Hence p∗4(la) = lxa. Then

lxa(ϕ451ϕ123) = la(p4(ϕ451ϕ123)) = la(ϕ)

because p4(ϕ451) = 0 by our assumption cX1(ϕ) = 0.

Next consider the map M0,5 →M0,4 sending

[(x1, . . . , x5)] 7→ [(x1, x3, x4, x5)].

This induces the projection p2 : UP5 � UF2 sending X45 7→ X0, X51 7→ X1

and Xi2 7→ 0 (i ∈ Z/5). Since (p2⊗ id)(ExpΩ5) = ExpΩ4(y) ∈ UF2“⊗V (M0,5),

it induces the map p∗2 : V (M0,4)→ V (M0,5) which gives p∗2([
dz
z ]) = [dyy ] and

p∗2([
dz
1−z ]) = [ dy1−y ]. Hence p∗2(la) = lya. Then

lya(ϕ451ϕ123) = la(p2(ϕ451ϕ123)) = la(ϕ)

because p2(ϕ123) = 0.

Similarly consider the map M0,5 →M0,4 sending

[(x1, . . . , x5)] 7→ [(x1, x2, x4, x5)].

This induces the projection p3 : UP5 � UF2 sending X12 7→ X0, X24 7→ X1

andXi3 7→ 0 (i ∈ Z/5). Since (p3⊗id)(ExpΩ5) = ExpΩ4(xy) ∈ UF2“⊗V (M0,5),

it induces the map p∗3 : V (M0,4)→ V (M0,5) which gives p∗3([
dz
z ]) = [dxx + dy

y ]

and p∗3([
dz
1−z ])=[xdy+ydx1−xy ]. Hence p∗3(la)= lxya . Then

lxya (ϕ451ϕ123) = la(p3(ϕ451ϕ123)) = la(ϕ)

because p3(ϕ123) = 0 by our assumption cX0(ϕ) = 0.
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Consider the embedding of Hopf algebra i123 : UF2 ↪→ UP5 sending X0 7→
X12 andX1 7→ X23. (Geometrically it is explained by the residue map in [BF06]

along the divisor {y = 0}.) Since (i123 ⊗ id)(ExpΩ4) = ExpΩ4(z;X12, X23) ∈
UP5“⊗V (M0,4), it induces the map i∗123 : V (M0,5) → V (M0,4) which gives

i∗123([
dy
y ]) = i∗123([

dy
1−y ]) = i∗123([

xdy+ydx
1−xy ]) = 0. Express lx,ya,b and lxya as (2.7). In

the expression each term contains at least one dy
y , dy

1−y or xdy+ydx
1−xy . Therefore

we have i∗123(l
x,y
a,b) = 0 and i∗123(l

xy
a ) = 0. Thus

lx,ya,b(ϕ123) = 0 and lxya (ϕ123) = 0.

Next consider the embedding of Hopf algebra i451 : UF2 ↪→ UP5 sending

X0 7→ X45 and X1 7→ X51 = X23 + X24 + X34 (geometrically caused by the

divisor {x = 1}). Since (i451 ⊗ id)(ExpΩ4) = ExpΩ4(z;X45, X23 + X24 +

X34) ∈ UP5“⊗V (M0,4), it induces the map i∗451 : V (M0,5) → V (M0,4) which

gives i∗451([
dx
x ]) = 0, i∗451([

dx
1−x ]) = [ dz1−z ], i∗451([

dy
y ]) = [dzz ], i∗451([

dy
1−y ]) = [ dz1−z ]

and i∗451([
xdy+ydx
1−xy ]) = [ dz1−z ]. By induction on weight, i∗451(l

x,y
a,b) = lab and

i∗451(l
xy
a ) = la can be deduced from the differential equations (2.6): For instance

if ak = 1, k 6= 1, bl 6= 1 and l 6= 1, then by (2.6)

i∗451(l
x,y
a,b) =

ï
dz

1− z

∣∣∣∣i∗451(lx,y(a1,...,ak−1),b
)

ò
−
ï
dz

1− z

∣∣∣∣i∗451(lx,y(a1,...,ak−1,b1),(b2,...,bl)
)

ò
+

ï
dz

z

∣∣∣∣i∗451(lx,ya,(b1,...,bl−1))

ò
.

However, by our induction assumption it is equal to [dzz |la,(b1,...,bl−1)] = lab.

Thus

lx,ya,b(ϕ451) = lab(ϕ).

Let δ be the coproduct of V (M0,5). Express δ(lx,ya,b) =
∑
i l
′
i ⊗ l′′i with l′i ∈ Vm′i

and l′′i ∈ Vm′′i for some m′i and m′′i . If m′′i 6= 0, l′′i (ϕ123) = 0 because l′′i
is a combination of elements of the form lx,yc,d and lxye for some indices c, d

and e. Since δ(lx,ya,b)(1 ⊗ ϕ451ϕ123) = δ(lx,ya,b)(ϕ451 ⊗ ϕ123), l
x,y
a,b(ϕ451ϕ123) =∑

i l
′
i(ϕ451)⊗ l′′i (ϕ123) = lx,ya,b(ϕ451) = lab(ϕ). �

Lemma 4.2. Let ϕ be an element as in Theorem 1.1. Suppose that a and

b are admissible. Then ly,xa,b(ϕ451ϕ123) = lab(ϕ).

Proof. Because (1.6) implies ϕ(X0, X1)ϕ(X1, X0) = 1 (take a projection

UP5 � UF2), we have ϕ451ϕ123 = ϕ432ϕ215ϕ543. Put δ(ly,xa,b) =
∑
i l
′
i ⊗ l′′i .

By the same arguments as in the last paragraph of the proof of Lemma 4.1,

ly,xc,d(ϕ543) = 0 and lxye (ϕ543) = 0 for any indices c, d and e. So we have

ly,xa,b(ϕ451ϕ123) = ly,xa,b(ϕ432ϕ215ϕ543) = ly,xa,b(ϕ432ϕ215) =
∑
i

l′i(ϕ432)⊗ l′′i (ϕ215).
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Consider the embedding of Hopf algebra i432 : UF2 ↪→ UP5 sending X0 7→ X43

and X1 7→ X32 (geometrically caused by the exceptional divisor obtained by

blowing up at (x, y) = (1, 1)). Since (i432⊗id)(ExpΩ4) = ExpΩ4(z;X34, X23) ∈
UP5“⊗V (M0,4), it induces the morphism i∗432 : V (M0,5) → V (M0,4) which

gives i∗432([
dx
x ]) = 0, i∗432([

dx
x−1 ]) = [ dzz−1 ], i∗432([

dy
y ]) = 0, i∗432([

dy
y−1 ]) = [dzz ] and

i∗432([
xdy+ydx
1−xy ]) = 0. In each term of the expression

ly,xa,b =
∑

I=(im,...,i1)

cI [ωim | · · · |ωi1 ],

the first component ωim is always dx
x or dy

y because a and b are admissible. So

i∗432(l
′
i) = 0 unless m′i = 0. Therefore

∑
i l
′
i(ϕ432) ⊗ l′′i (ϕ215) = ly,xa,b(ϕ215). By

the same arguments as in Lemma 4.1, i∗215(l
y,x
a,b) = lab. Thus

ly,xa,b(ϕ215) = lab(ϕ). �

Lemma 4.3. Let ϕ be a group-like element in k〈〈X0, X1〉〉 with cX0(ϕ) =

cX1(ϕ) = 0. Then lxa(eTX51ϕ451ϕ123) = lIa(ϕ), lya(eTX51ϕ451ϕ123) = lIa(ϕ),

lxya (eTX51ϕ451ϕ123) = lIa(ϕ) and lx,ya,b(eTX51ϕ451ϕ123) = lIab(ϕ) for any index a

and b.

Proof. By the arguments in Lemma 4.1,

lxa(eTX51ϕ451ϕ123) = la(p4(e
TX51ϕ451ϕ123)) = la(eTX1ϕ) = lIa(ϕ),

lya(eTX51ϕ451ϕ123) = la(p2(e
TX51ϕ451ϕ123)) = la(eTX1ϕ) = lIa(ϕ),

lxya (eTX51ϕ451ϕ123) = la(p3(e
TX51ϕ451ϕ123)) = la(eTX1ϕ) = lIa(ϕ)

and

lx,ya,b(eTX51ϕ451ϕ123) = lx,ya,b(eTX51ϕ451) = lab(eTX1ϕ) = lIab(ϕ). �

Lemma 4.4. Let ϕ be an element as in Theorem 1.1. Suppose that b is

admissible. Then ly,xa,b(eTX51ϕ451ϕ123) = lab(ϕ).

Proof. We have

ly,xa,b(eTX51ϕ451ϕ123) = ly,xa,b(eTX51ϕ432ϕ215ϕ543)

= ly,xa,b(ϕ432e
TX51ϕ215) =

∑
i

l′i(ϕ432)⊗ l′′i (eTX51ϕ215)

because eTX51ϕ432 = ϕ432e
TX51 . Since b is admissible, i∗432(l

′
i) is of the form

α[dzz | · · · |
dz
z ] with α ∈ k. By our assumption, cX0···X0(ϕ) = 0. So l′i(i432(ϕ)) =

l′i(ϕ432) = 0 unless m′i = 0. Thus
∑
i l
′
i(ϕ432)⊗ l′′i (eTX51ϕ215) = ly,xa,b(eTX51ϕ215)

= lab(eTX1ϕ). Since b is admissible, lab(eTX1ϕ) = lab(ϕ). �
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5. Proof of Theorem 0.5

Put F ′2(k) = {ϕ ∈ UF2|ϕ : group-like, cX0(ϕ) = cX1(ϕ) = 0}. It forms a

group with respect to (0.1) and contains DMR0(k) as a subgroup. Consider

the map m : (F ′2(k), ◦) → k[[x0, x1]]
× sending ϕ to its meta-abelian quotient

Bϕ(x0, x1). By a direct calculation we see that it is a group homomorphism,

i.e. m(ϕ1 ◦ ϕ2) = m(ϕ1) · m(ϕ2). Put B(k) =
¶
b ∈ k[[x0, x1]]

×
∣∣∣b(x0, x1) =

c(x0)c(x1)
c(x0+x1)

for c(s) ∈ 1 + s2k[[s]]
©

. It is a subgroup of k[[x0, x1]]
×. The first

statement of Theorem 0.5 claims m(DMRµ(k)) ⊂ B(k) for all µ ∈ k.

Proposition 5.1. m(DMR0(k)) ⊂ B(k).

Proof. Let M be the Lie algebra homomorphism, associated with m|DMR0 ,

from the Lie algebra dmr0 (see Appendix A) of DMR0 to the trivial Lie algebra

k[[x0, x1]]. In order to prove our proposition it is enough to show M(dmr0) ⊂
B, where B is the Lie subalgebra¶

β ∈ k[[x0, x1]]
∣∣∣β(x0, x1) = γ(x0) + γ(x1)− γ(x0 + x1) for γ(s) ∈ s2k[[s]]

©
with trivial Lie structure. �

Lemma 5.2. For ψ ∈ dmr0 with ψ = ψX0X0+ψX1X1, M(ψ) = (ψX1X1)
ab.

Proof. The exponential map Exp : dmr0 → DMR0 is given by the formula

ψ 7→ ∑∞
i=0

1
i!(µψ + dψ)i(1) = 1 + ψ + 1

2(ψ2 + dψ(ψ))2 + 1
6(ψ3 + 2ψdψ(ψ) +

dψ(ψ)ψ + d2ψ(ψ)) + · · · (µψ: the left multiplication by ψ and dψ: see our

appendix) in [DG05, Remark 5.15]. By a direct calculation, it can be checked

that m ◦ Exp(ψ) = exp(ψX1X1)
ab, which implies our lemma. �

By the above lemma, the proof of M(dmr0)⊂B is reduced to the following:

Lemma 5.3. For ψ ∈ dmr0,

∑
wt(a)=w

dp(a)=m

la(ψ) =

(−1)m−1
(w
m

) lw(ψ)
w for m < w,

0 for m = w.

Proof. By (A.1) we have
∑
σ∈Sh6(k,l) lσ(a,b)(ψ∗) = 0 with dp(a) = k and

dp(b) = l. Summing up all pairs (a,b) with wt(a) = k, dp(a) = 1 and

wt(a) + wt(b) = w, we get∑
wt(a)=w,dp(a)=k+1

(k + 1)la(ψ∗) +
∑

wt(a)=w,dp(a)=k

(w − k)la(ψ∗) = 0.

Then the lemma follows by induction because la(ψ∗) = la(ψ) for dp(a) 6=
wt(a). �

The above lemma implies Proposition 5.1. �
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To complete the proof of the first statement of Theorem 0.5, we may

assume that µ = 1 and k = Q. Let ϕ be any element of DMR1(Q). Put

ϕKZ = ΦKZ(X0
2πi ,

X1
2πi). It gives an element of DMR1(C). Because DMR1 is

a right DMR0-torsor, there exists uniquely ϕ′ ∈ DMR0(C) such that ϕ =

ϕKZ ◦ ϕ′. In [Dri90] it is shown that m(ϕKZ) ∈ B(C). By Proposition 5.1,

m(ϕ′) ∈ B(C). Thus m(ϕ) = m(ϕKZ)m(ϕ′) must lie on B. The proof of the

second statement is easy. Express log Γϕ(s) =
∑∞
n=2 dn(ϕ)sn. Then by (0.2),

dn(ϕ) = −1
n cXn−1

0 X1
(ϕ). This completes the proof of Theorem 0.5. �

Appendix A. Review of the proof of Racinet’s theorem

In [Rac02, Th. I], Racinet shows a highly nontrivial result that DMR0 is

closed under the multiplication (0.1). However his proof looks too complicated.

The aim of this appendix is to review the essential part ([Rac02, Prop. 4.A.i])

of his proof clearly in the case of Γ = {1}, in order to help the readers to catch

his arguments.

In [Rac02, 3.3.1], dmr0 is introduced to be the set of formal Lie series

ψ ∈ F2 = {ψ ∈ UF2|∆(ψ) = 1⊗ ψ + ψ ⊗ 1} satisfying cX0(ψ)=cX1(ψ)=0 and

(A.1) ∆∗(ψ∗) = 1⊗ ψ∗ + ψ∗ ⊗ 1

with ψ∗ = ψcorr + πY (ψ) and ψcorr =
∑∞
n=1

(−1)n
n cXn−1

0 X1
(ψ)Y n

1 . It is the

tangent vector space at the origin of DMR0.

Theorem A.1 ([Rac02, Prop. 4.A.i]). The set dmr0 has a structure of Lie

algebra with the Lie bracket6 given by

{ψ1, ψ2} = dψ2(ψ1)− dψ1(ψ2)− [ψ1, ψ2],

where dψ (ψ ∈ UF2) is the derivation of UF2 given by dψ(X0) = 0 and

dψ(X1) = [X1, ψ].

Proof. Put UFY = k〈〈Y1, Y2, . . . 〉〉. It is the universal enveloping algebra

of the Lie algebra FY = {ψ∗ ∈ UFY |ψ∗ satisfies (A.1)} with the coproduct ∆∗.

By the algebraic map sending Ym to −Xm−1
0 X1 (m = 1, 2, . . . ), we frequently

regard UFY as a k-linear (or algebraic) subspace of UF2. Define SX to be

the antipode, the anti-automorphism of UF2 such that SX(X0) = −X0 and

SX(X1) = −X1. Define RY to be the anti-automorphism of UFY such that

RY (Yn) = Yn (n > 1). It is easily proved that SX(x1w) = (−1)p+1RY (x1w)

for w ∈ UFY with degree p and that SX(f) = −f (resp. RY (f) = −f) for

f ∈ F2 (resp. f ∈ FY ).

6For our convenience, we change the order of bracket in [Rac02, (3.1.10.2)].
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For a homogeneous element of UF2 with degree p, we denote {fi}pi=0 to be

elements of UFY characterized by f =
∑p
i=0 fiX

i
0 and define fi,j = fiYj+Yj f̄i ∈

UF2 (0 6 i 6 p, 0 6 j) with f̄i = (−1)pRY (fi).

Define the k-linear endomorphism sf (f ∈ UF2) of UF2 by sf (v) =

fv + df (v). It induces the k-linear endomorphism sYf of UFY such that

πY ◦ sf = sYf ◦πY . Define the k-linear endomorphism DY
f of UFY by DY

f (w) =

sYf (w)−wπY (f). Direct computations show that DY
f forms a derivation of the

noncommutative algebra UFY , and actually it is the restriction into UFY of

the derivation Df of UF2 defined by X0 7→ [f,X0] and X1 7→ 0.

Lemma A.2. Let f be a homogeneous element of UF2 with degree p(> 1)

such that SX(f) = −f . Then for n > 1,

DY
f (Yn) = Xn−1

0 fX1 − fXn−1
0 X1 =

p∑
i=0

fi,i+n.

Proof. The first equality is easy. Denote fi =
∑p−1−i
j=0 Xj

0X1f
j
i (0 6 i 6

p − 1). By SX(f) = −f , we have X1f
j
i = (−1)p+1RY (X1f

i
j) (0 6 i 6 p − 1,

0 6 j 6 p − 1 − i) and {1 + (−1)p}fp = 0. Hence f̄i = −∑p−1−i
j=0 f ijX

j
0X1

(0 6 i 6 p − 1) and f̄p = (−1)pfp. Then direct calculation using them yields

the second equality. �

Put ∂0 as the derivation of UF2 defined by ∂0(X0) = 1 and ∂0(X1) = 0.

Define the map sec : UFY → UF2 by sec(w) =
∑
i>0

(−1)i
i! ∂i0(w)Xi

0, which

actually maps to ker ∂0 ⊂ UF2. It is easy to see that the map sec : UFY →
ker ∂0 is the inverse of πY |ker ∂0 .

Lemma A.3. Let g be a homogeneous element of UF2 with degree p(> 1).

Assume g ∈ FY . Set f = sec g. Then for n > 1

∆∗◦DY
f (Yn)−(id⊗DY

f +DY
f ⊗id)∆∗(Yn) =

p∑
k=0

p∑
i=k

{fi,i−k⊗Yn+k+Yn+k⊗fi,i−k}.

Proof. It is well known that if for i > 1 we define Ui to be the weight i part

of log(1+Y1+Y2+· · · ) (so U1 = Y1, U2 = Y2−
Y 2
1
2 , etc), then g ∈ UFY lies on FY

if and only if g lies on the free Lie algebra generated by U1, U2, . . . . By direct

calculation, ∂0(Un) = (n−1)Un−1 (n > 1). So by induction, we get ∂0(w) ∈ FY

if w ∈ FY . Because fi = (−1)i
i! ∂i0(g) and f̄i = (−1)pRY (fi) (0 6 i 6 p),

both fi and f̄i satisfy (A.1) (belong to FY ). Then it follows that (the first

term)=
∑p
i=0 ∆∗(fiYi+n + Yi+nf̄i) =

∑p
i=0

∑n+i
k=0(fi,i+n−k ⊗ Yk + Yk ⊗ fi,i+n−k)

and (the second term)=
∑n−1
k=0

∑p
i=0(fi,i+n−k ⊗ Yk + Yk ⊗ fi,i+n−k). Therefore

(l.h.s)=
∑p
i=0

∑i
k=0(fi,i−k⊗Yn+k+Yn+k⊗fi,i−k) =

∑p
k=0

∑p
i=k(fi,i−k⊗Yn+k+

Yn+k ⊗ fi,i−k). �
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Lemma A.4. Let g be a homogeneous element of UF2 with degree p(> 1).

Set f = sec g. Assume g ∈ FY and SX(f) = −f . Then

p∑
i=k

fi,i−k=

(−1)p−k−1
(p−1
k

)
{1 + (−1)p}c

Xp−1
0 X1

(g)Yp−k (0 6 k 6 p− 1),

0 (k = p).

Proof. Let ∂Ui (i > 1) be the derivation defined by 1 on Ui and 0 on Uj
(j 6= i). It is not difficult to show that ∂Ui(w) = cYi(w) for w ∈ FY (cf. [Rac02,

Prop. 2.3.8]). By g ∈ FY , we have fi, f̄i ∈ FY , whence direct calculation yields

for k > 0

∂Uk+1

Ç p∑
i=0

fi,i+1

å
=

p∑
i=0

cYk+1
(fi + f̄i)Yi+1 +

p∑
i=k

fi,i−k.

By deg fi = p− i, f̄i = (−1)pRY (fi) and fi = (−1)i
i! ∂i0(g),

p∑
i=0

cYk+1
(fi + f̄i)Yi+1 = −{1 + (−1)p}cXk

0X1
(fp−k−1)Yp−k

= {1 + (−1)p} (−1)p−k

(p− k − 1)!

(p− 1)!

k!
c
Xp−1

0 X1
(f)Yp−k

for 0 6 k 6 p − 1. By the definitions above it is immediate that Df (Y1) = 0.

So by Lemma A.2,
∑p
i=0 fi,i+1 = 0. It implies the desired equality for 0 6 k 6

p− 1. The case for k = p is immediate. �

Proposition A.5 ([Rac02, Prop. 4.3.1]). For ψ ∈ dmr0, sYsecψ∗ forms a

coderivation of UFY with respect to ∆∗.

Proof. Because F>1
2 ⊂ ker ∂0 and sec(Y n

1 ) = Y n
1 (n > 1), we have

(A.2) secψ∗ = ψ + ψcorr

for ψ ∈ dmr0. Since ψ is an element of F2, SX(ψ) = −ψ. Because ψ lies in

dmr0, it is known that cXn−1
0 X1

(ψ) = 0 for even n (cf. [Rac02, Prop. 3.3.3]).

So SX(ψcorr) = −ψcorr. Therefore, SX(secψ∗) = − secψ∗ by (A.2) and we can

apply Lemmas A.3 and A.4 with g = ψ∗ and f = secψ∗ to obtain the identity

∆∗ ◦DY
secψ∗

(Yn) = (id⊗DY
secψ∗

+DY
secψ∗

⊗ id)∆∗(Yn) for all n > 1. This implies

that the derivation DY
secψ∗

forms a coderivation. Since ψ∗ = πY ◦ secψ∗ lies

on FY , the right multiplication by ψ∗ forms a coderivation. Therefore sYsecψ∗
must form a coderivation. �

Recall that sYψ (1) = πY (ψ) and [sψ, sXn
1

] = 0 for any ψ and n > 0 and

s{ψ1,ψ2} = [sψ2 , sψ1 ] for any ψ1 and ψ2. Assume that ψ1 and ψ2 be elements

of dmr0. Then s{ψ1,ψ2} = [sψ2 , sψ1 ] = [ssecψ2∗ , ssecψ1∗ ] by (A.2). Therefore

πY ({ψ1, ψ2}) = sY{ψ1,ψ2}(1) = [sYsecψ2∗
, sYsecψ1∗

](1). By Proposition A.5, sYsecψi∗

(i = 1, 2) forms a coderivation. So [sYsecψ2∗
, sYsecψ1∗

] forms a coderivation. Since
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πY ({ψ1, ψ2}) is the image of 1 by the coderivation, it must be Lie-like with

respect to ∆∗. That means (A.1) holds for ψ = {ψ1, ψ2} because ψcorr = 0. It

completes the proof of Theorem A.1. �
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