
ANNALS OF
MATHEMATICS

anmaah

SECOND SERIES, VOL. 172, NO. 3

November, 2010

Einstein solvmanifolds are standard
By Jorge Lauret



Annals of Mathematics, 172 (2010), 1859–1877

Einstein solvmanifolds are standard
By JORGE LAURET

Abstract

We study Einstein manifolds admitting a transitive solvable Lie group of isome-
tries (solvmanifolds). It is conjectured that these exhaust the class of noncompact
homogeneous Einstein manifolds. J. Heber has shown that under a simple algebraic
condition (he calls such a solvmanifold standard), Einstein solvmanifolds have
many remarkable structural and uniqueness properties. In this paper, we prove
that any Einstein solvmanifold is standard, by applying a stratification procedure
adapted from one in geometric invariant theory due to F. Kirwan.

1. Introduction

The construction of Einstein metrics on manifolds is a classical problem in
differential geometry and general relativity. A Riemannian manifold is called Ein-
stein if its Ricci tensor is a scalar multiple of the metric. The Einstein equation
Ric.g/D �g is a nonlinear second order system of partial differential equations,
and a general understanding of the solutions seems far from being attained (see
[Ber03, 11.4]). General existence and nonexistence results are hard to obtain, and
it is a natural simplification to impose additional symmetry assumptions, i.e.,to
consider metrics admitting a large Lie group of isometries. In the homogeneous
case, the Einstein equation becomes a subtle system of algebraic equations, and the
following main general question is still open in both, the compact and noncompact
cases:

Which homogeneous spaces G=K admit a G-invariant Einstein Riemann-
ian metric?

In this paper we shall consider this question in the noncompact case. We refer
to [BWZ04] and the references therein for an account in the compact case.

All the known examples of noncompact homogeneous Einstein manifolds be-
long to the class of solvmanifolds, that is, simply connected solvable Lie groups S
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endowed with a left invariant metric (see the survey [Lau09]). According to a long
standing conjecture attributed to D. Alekseevskii (see [Bes87, 7.57]), these might
exhaust the class of noncompact homogeneous Einstein manifolds.

On the other hand, all the known examples of Einstein solvmanifolds satisfy
the following additional condition: if sD a˚ n is the orthogonal decomposition
of the Lie algebra s of S with n D Œs; s�, then Œa; a� D 0. A solvmanifold with
such a property is called standard. For instance, any solvmanifold of nonpositive
sectional curvature is standard (see [AW76]).

Standard Einstein solvmanifolds constitute a distinguished class that has been
deeply investigated by J. Heber, who has derived many remarkable structural and
uniqueness results, by assuming only the standard condition (see [Heb98]). We
shall review some of them. In contrast to the compact case, a standard Einstein
metric is unique up to isometry and scaling among invariant metrics ([Heb98,
Th. E]). Any standard Einstein solvmanifold is isometric to a solvmanifold whose
underlying metric Lie algebra resembles an Iwasawa subalgebra of a semisimple
Lie algebra in the sense that adA is symmetric and nonzero for any A 2 a, A¤ 0.
Moreover, if H denotes the mean curvature vector of S (i.e., tr adAD hH;Ai for
all A 2 a), then the eigenvalues of adH jn form (up to scaling) a set of natural
numbers, called the eigenvalue type of S . There are finitely many such types in
each dimension. Let M be the moduli space of all the isometry classes of Einstein
solvmanifolds of a given dimension with scalar curvature equal to �1, and let Mst

be the subspace of those which are standard. Then each eigenvalue type determines
a compact pathwise connected component of Mst, which is homeomorphic to a real
semialgebraic set. A main result in [Heb98] shows that Mst is open in M in the
C1-topology ([Heb98, Th. G]).

The goal of this paper is to apply an adaptation of a stratification method given
in [Kir84] to prove that actually Mst DM. In particular, all the nice structural and
uniqueness results in [Heb98] are valid for any Einstein solvmanifold, and pos-
sibly for any noncompact homogeneous Einstein manifold (if the Alekseevskii’s
conjecture turns out to be true).

THEOREM. Any Einstein solvmanifold is standard.

The proof of the theorem involves a somewhat extensive study of the natural
GLn.R/-action on the vector space Vn WDƒ2.Rn/�˝Rn, from a geometric invari-
ant theory point of view (a method already used in [Heb98, ��6.3 and 6.4] in the
standard case). We recall that Vn can be viewed as a vector space containing the
space of all n-dimensional Lie algebras as an algebraic subset.

We define in Section 2 a GLn.R/-invariant stratification of Vn satisfying cer-
tain boundary properties (see Theorem 2.10), by adapting a construction for reduc-
tive groups actions on projective algebraic varieties given by F. Kirwan in [Kir84,
�12] in the algebraically closed case (see also [Nes84]). We note that any � 2 Vn
is unstable (i.e., 0 2 GLn.R/:�). The strata are parametrized by a finite set B of
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diagonal n�n matrices, and each ˇ 2B is (up to conjugation) the ‘most respon-
sible’ direction for the instability of each � in the stratum Sˇ , in the sense that
e�tˇ :�! 0, as t !1 faster than any other one-parameter subgroup having a
tangent vector of the same norm.

We also prove that Sˇ can be described in terms of semistable (i.e.,non unsta-
ble) vectors for a suitable action. This and the fact that the automorphism group
of any semistable � 2 Sˇ must be contained in the parabolic subgroup of GLn.R/
defined by ˇ are crucial in the proof of several lemmas needed to prove the theorem.

The first step in the proof of the main theorem, given in Section 3, uses the
following fact proved in [Lau06]: S is an Einstein solvmanifold with RicD cI if
and only if

(1) tr
�
cI C 1

2
BCS.adH/

�
E D 1

4
h�.E/Œ�; ��; Œ�; ��i; 8E 2 End.s/;

where B is the Killing form and S.�/ denotes the symmetric part of an operator.
Here s is identified with Rm, the bracket Œ�; �� of s becomes a vector in Vm and � is
the representation of glm.R/ on Vm corresponding to the GLm.R/-action. The next
step is to use (1) for the right choice of E, namely, Eja D 0, Ejn D ˇC jjˇjj2I ,
where Sˇ is the stratum the Lie bracket � WD Œ�; ��jn�n belongs to, as a vector of
Vn. Notice that we are identifying nD Œs; s� with Rn. We obtain in this way many
expressions which are proved to be nonnegative by using the lemmas in Section 2.
Finally, by a positivity argument, all these inequalities turn into equalities, and one
of them shows that Œa; a�D 0. A key fact is that ˇCjjˇjj2I is positive definite for
any stratum Sˇ which meets the closed subset N� Vn of all nilpotent Lie brackets.
This is a special feature of this action and is the only point where we actually use
that the vector �D Œ�; ��jn�n 2 Vn, to which we are applying the geometric invariant
theory machinery, is a nilpotent Lie algebra.

Partial results on the question if Mst DM were obtained by J. Heber [Heb98],
D. Schueth [Sch04], E. Nikitenko and Y. Nikonorov [NN06] and Y. Nikolayevsky
[Nik06]. It is proved for instance in [Nik06] that many classes of nilpotent Lie
algebras cannot be the nilradical of a nonstandard Einstein solvmanifold.

More recent results on the structure of standard Einstein solvmanifolds in-
clude interplays with critical points of the square norm of a moment map and
Ricci soliton metrics (see for instance [Lau09], [Nik] and the references therein).

We finally mention that the stratification in this paper has also proved to be
very useful in the study of standard Einstein solvmanifolds (see [LW]). The sub-
set N � Vn parametrizes a set of .nC 1/-dimensional rank-one (i.e. dim a D 1)
solvmanifolds fS� W � 2 Ng, containing the set of all those which are Einstein in
that dimension. The stratum of � determines the eigenvalue type of a potential
Einstein solvmanifold Sg:�, g 2 GLn.R/ (if any), and so the stratification provides
a convenient tool to produce existence results as well as obstructions for nilpotent
Lie algebras to be the nilradical of an Einstein solvmanifold.
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2. A stratification of Vn

In this section, we define a GLn.R/-invariant stratification of a certain real
representation Vn of GLn.R/ by adapting to our context the construction given by
F. Kirwan in [Kir84, �12] for reductive group representations over an algebraically
closed field. This construction, in turn, is based on some instability results due to
G. Kempf [Kem78] and W. Hesselink [Hes78] (see also [Nes84]). We have decided
to give a self-contained proof of all these results following [Kir84], bearing in mind
that they are crucial in the proof of Theorem 3.1 and that a direct application of
them does not seem feasible. What is really needed in the proof is the existence
of a diagonal matrix ˇ satisfying conditions (10) and those stated in Lemmas 2.15,
2.16 and 2.17.

We consider the vector space

Vn Dƒ
2.Rn/�˝Rn D f� W Rn �Rn �! Rn W � bilinear and skew-symmetricg;

on which there is a natural linear action of GLn.R/ on the left given by

(2) g:�.X; Y /D g�.g�1X; g�1Y /; X; Y 2 Rn; g 2 GLn.R/; � 2 Vn:

The canonical inner product h�; �i on Rn defines an O.n/-invariant inner prod-
uct on Vn by

(3) h�; �i D
X
ijk

h�.ei ; ej /; ekih�.ei ; ej /; eki;

where fe1; : : : ; eng is the canonical basis of Rn. A Cartan decomposition for
the Lie algebra of GLn.R/ is given by gln.R/ D so.n/ ˚ sym.n/, that is, in
skew-symmetric and symmetric matrices respectively. We consider the following
Ad.O.n//-invariant inner product on gln.R/,

(4) h˛; ˇi D tr˛ˇt; ˛; ˇ 2 gln.R/:

Remark 2.1. There have been several abuses of notation concerning inner
products. Recall that h�; �i has been used to denote an inner product on Rn, Vn
and gln.R/.

The action of gln.R/ on Vn obtained by differentiation of (2) is given by

(5) �.˛/�D ˛�.�; �/��.˛�; �/��.�; ˛�/; ˛ 2 gln.R/; � 2 Vn:

We note that �.˛/t D �.˛t / for any ˛ 2 gln.R/. Let t denote the set of all
diagonal n�n matrices. If fe01; : : : ; e

0
ng is the basis of .Rn/� dual to the canonical

basis then

fvijk D .e
0
i ^ e

0
j /˝ ek W 1� i < j � n; 1� k � ng

is a basis of weight vectors of Vn for the action (2), where vijk is actually the bi-
linear form on Rn defined by vijk.ei ; ej /D�vijk.ej ; ei /D ek and zero otherwise.
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The corresponding weights ˛kij 2 t, i < j , are given by

�.˛/vijk D .ak � ai � aj /vijk D h˛; ˛
k
ij ivijk; 8˛ D

"
a1

:::
an

#
2 t;

where ˛kij DEkk�Ei i �Ejj and h�; �i is the inner product defined in (4). As usual,
Ers denotes the matrix whose only nonzero coefficient is 1 at the entry rs. From
now on, we will always denote by �kij the coefficients of a vector � 2 Vn with
respect to this basis, that is,

�D
X

�kij vijk; �kij 2 R:

Let D denote the set of all n�n matrices which are diagonalizable; that is,

DD
[

g2GLn.R/

gtg�1:

Consider m W Vn �D �! R the function defined by letting m.�; ˛/ be the smallest
eigenvalue of �.˛/ such that the projection of � onto the corresponding eigenspace
is nonzero. Since �1 is an eigenvector of �.˛/ with eigenvalue a if and only if
g:�1 is an eigenvector of �.g˛g�1/ with eigenvalue a, we have that

(6) m.g:�; g˛g�1/Dm.�; ˛/; 8g 2 GLn.R/:

It follows from the definition of m that m.�; a˛/D am.�; ˛/ for any a > 0
and

m.�; ˛/D inf
n
h˛; ˛kij i W �

k
ij ¤ 0

o
; 8˛ 2 t:

For each nonzero � 2 Vn define

Q.�/D inf
˛2D
fq.˛/ Wm.�; ˛/� 1g

and
ƒ.�/D fˇ 2 D W q.ˇ/DQ.�/; m.�; ˇ/� 1g;

where q W gln.R/ �! R is defined by q.˛/ D tr˛2. Note that q is invariant by
GLn.R/-conjugation, q.˛/ > 0 for any nonzero ˛ 2 D and q.˛/D jj˛jj2 for any
˛ 2 sym.n/.

Remark 2.2. It would actually be enough to require that m.�; ˛/D 1 in the
definition of Q.�/, and also it turns out that m.�; ˇ/D 1 for any ˇ 2ƒ.�/, but
the above choice is technically more convenient.

Remark 2.3. Every � 2 Vn is unstable for this GLn.R/-action, i.e.,

0 2 GLn.R/:�;

since scalar matrices act as homotheties. Recall that if m.�; ˛/ > 0 for ˛ 2D then
lim
t!1

e�t˛:�D 0, and thus the number Q.�/�1 measures in some sense the degree
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of instability of � as

Q.�/
�
1
2 D sup

˛2D
fm.�; ˛/ W q.˛/D 1g:

We note that the existence of such a one-parameter subgroup is also necessary
for a vector to be unstable, and is called the numerical criterion of stability. This
notion was established by D. Hilbert to classify homogeneous polynomials, by
D. Mumford [MFK94] in the general algebraically closed case and by R. Richard-
son and P. Slodowy [RS90] in the real case. One therefore may give the following
description of the set ƒ.�/: the elements ˇ 2ƒ.�/ are the ‘most responsible’ for
the instability of �, in the sense that e�tˇ :� converges to zero when t !1 more
quickly than any other ˛ of the same norm (recall the definition of m). To show that
ƒ.�/ lies in a single conjugacy class (i.e.,that such a one-parameter subgroup is
essentially unique) will be actually the main goal of this section. This was proved
by G. Kempf [Kem78] in the complex reductive case.

LEMMA 2.4. Q is GLn.R/-invariant, Q.�/ > 0 for any �¤ 0 and

ƒ.g:�/D gƒ.�/g�1; 8� 2 Vn; g 2 GLn.R/:

Proof. Q.�/ is always positive for a nonzero � since the eigenvalues of �.˛/
converge to zero when ˛ converges to zero. It follows from (6) that:

Q.g:�/ D inf
˛2D
fq.˛/ Wm.g:�; ˛/� 1g

D inf
˛2D
fq.g�1˛g/ Wm.�; g�1˛g/� 1g DQ.�/:

By definition, ˇ 2ƒ.�/ if and only if m.�; ˇ/� 1 and q.ˇ/� q.˛/ for any ˛ 2D

such that m.�; ˛/� 1, which is equivalent to saying that m.g:�; gˇg�1/� 1 and
q.gˇg�1/� q.g˛g�1/ for any g˛g�1 2 D such that m.g:�; g˛g�1/� 1; that is,
gˇg�1 2ƒ.g:�/. �

Let T be the subgroup of GLn.R/ consisting of the diagonal invertible matri-
ces. In an analogous way, we consider for the action of T on Vn the number

QT .�/D inf
˛2t
fjj˛jj2 Wm.�; ˛/� 1g

and
ƒT .�/D fˇ 2 t W jjˇjj2 DQT .�/; m.�; ˇ/� 1g:

Given a finite subset X of t, denote by CH.X/ the convex hull of X and
by mcc.X/ the minimal convex combination of X , that is, the (unique) vector of
minimal norm in CH.X/. Each nonzero � 2 Vn uniquely determines an element
ˇ� 2 t given by

ˇ� Dmcc
n
˛kij W �

k
ij ¤ 0

o
; �D

X
�kij vijk :
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We note that ˇ� is always nonzero since tr˛kij D�1 for all i < j and consequently
trˇ� D�1.

LEMMA 2.5. ƒT .�/D
n

ˇ�
jjˇ�jj2

o
and QT .�/D 1

jjˇ�jj2
.

Proof. Since hˇ�;˛kij i�jjˇ�jj
2 for all �kij¤0, we obtain thatm

�
�;

ˇ�
jjˇ�jj2

�
�1.

On the other hand, for ˛ 2 t, if m.�; ˛/� 1 then 1� h˛; ˛kij i for all �kij ¤ 0 and so

1� h˛; ˇ�i � jj˛jj jjˇ�jj. Thus jj˛jj � 1
jjˇ�jj

D

ˇ̌̌ˇ̌̌
ˇ�
jjˇ�jj2

ˇ̌̌ˇ̌̌
, and the equality holds

if and only if ˛ D ˇ�
jjˇ�jj2

. �

Remark 2.6. Let T1 be any maximal torus of GLn.R/ and define ƒT1.�/ as
above but use the Lie algebra of T1 instead of t. By considering the weights of
the T1-action on Vn one can prove exactly as above that ƒT1.�/ consists of a
single element: the minimal convex combination of those weights having nonzero
projection of � onto their weight spaces.

If � runs through Vn, there are only finitely many possible vectors ˇ�, so that
we can define for each ˇ 2 t the set

Sˇ D
˚
� 2 Vn X f0g W ˇ is an element of maximal norm in fˇg:� W g 2 GLn.R/g

	
:

It is clear that Sˇ is GLn.R/-invariant for any ˇ 2 t,

Vn X f0g D
[
ˇ2t

Sˇ ;

and the set fˇ 2 t W Sˇ ¤∅g is finite.

LEMMA 2.7. ˇ

jjˇ jj2
2 ƒ.�/ for all � 2 Sˇ such that ˇ� D ˇ. In particular,

Q.�/D 1
jjˇ jj2

for any � 2 Sˇ and

Sˇ D GLn.R/:
n
� 2 Sˇ W

ˇ

jjˇ jj2
2ƒ.�/

o
:

Proof. If � 2 Vn and g 2 GLn.R/ then from Lemmas 2.4 and 2.5 we obtain
that

ƒ.�/\g�1tg D g�1 .ƒ.g:�/\ t/ g � g�1ƒT .g:�/g D
n
g�1

ˇg:�
jjˇg:�jj2

g
o
;

and m
�
�; g�1

ˇg:�
jjˇg:�jj2

g
�
Dm

�
g:�;

ˇg:�
jjˇg:�jj2

�
� 1. Since ƒ.�/�D we have that

Q.�/D inf
g2GLn.R/

n
q
�
g�1

ˇg:�
jjˇg:�jj2

g
�o
D inf
g2GLn.R/

n
1

jjˇg:�jj2

o
:

So if � 2 Sˇ then Q.�/ D 1
jjˇ jj2

and if in addition ˇ� D ˇ, then ˇ

jjˇ jj2
2 ƒ.�/

since in this case m
�
�; ˇ

jjˇ jj2

�
� 1. The last assertion thus also follows. �
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Let us consider the Weyl chamber of gln.R/ and its closure, respectively given
by

tCD

("
a1

:::
an

#
2 t W a1 < � � �< an

)
; tCD

("
a1

:::
an

#
2 t W a1 � � � � � an

)
:

For ˛ 2 tC we define the parabolic subgroup P˛ WD BGLn.R/˛, where B is the
subgroup of GLn.R/ of all lower triangular invertible matrices and GLn.R/˛ D
fg 2 GLn.R/ W g˛g�1 D ˛g. In general, for ˛0 2 D, we let P˛0 WD gP˛g

�1 if
˛0 D g˛g�1, ˛ 2 tC. This is well defined since h˛h�1 D g˛g�1 implies that
h�1g 2 GLn.R/˛ � P˛ and so h�1gP˛g�1hD P˛.

It is easy to see that there is an ordered basis of Vn with respect to which the
action of g on Vn is lower triangular for any g 2B , and furthermore the eigenvalues
of �.˛/ are increasing for any ˛ 2 tC. It is then easy to check that

m.�; g˛g�1/Dm.g:�; ˛/� 1 8˛ 2 tC; m.�; ˛/� 1; g 2 P˛;

from which it follows that

(7) g˛g�1 2ƒ.�/ 8˛ 2ƒ.�/\ tC; g 2 P˛:

More generally, if ˛0 2 ƒ.�/ then there exists h 2 GLn.R/ such that ˛0 D
h˛h�1, ˛ 2 tC, and so any g 2 P˛0 is of the form g D hg1h

�1 with g1 2 P˛. It
follows from Lemma 2.4 that ˛ 2ƒ.h�1:�/ and then again from Lemma 2.4 and
(7) we get that g˛0g�1 D hg1˛g�11 h�1 2ƒ.�/. Thus

(8) g˛0g�1 2ƒ.�/ 8˛0 2ƒ.�/; g 2 P˛0 :

PROPOSITION 2.8. For all ˛; ˇ 2ƒ.�/ we have that P˛ D Pˇ , and any such
P˛ acts transitively on ƒ.�/ by conjugation.

Proof. P˛ and Pˇ are parabolic subgroups of GLn.R/ and so there is a maxi-
mal torus T1 of GLn.R/ contained in P˛\Pˇ (see for instance [FdV69, Th. 74.2]).
This implies the existence of elements g 2P˛ , h 2Pˇ such that g˛g�1 and hˇh�1

both lie in Lie(T1), the Lie algebra of T1. It follows from (8) that g˛g�1 and hˇh�1

both belong to ƒ.�/\Lie.T1/�ƒT1.�/, and so g˛g�1 D hˇh�1 since ƒT1.�/
consists of a single element (Remark 2.6). Thus

P˛ D gP˛g
�1
D Pg˛g�1 D Phˇh�1 D hPˇh

�1
D Pˇ

and P˛ acts transitively on ƒ.�/. �

Definition 2.9. [Kir84, 2.11] A finite collection fSi W i 2 I g of subsets of a
topological space X form a stratification of X if X is the disjoint union of the Si ,
i 2 I , and there is a partial order > on the indexing set I such that

Si � Si [
[
j>i

Sj 8i 2 I:

The Si ’s are called the strata of X .
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For each ˇ 2 t we define

Wˇ D f� 2 Vn W hˇ; ˛
k
ij i � jjˇjj

2; 8�kij ¤ 0g;

that is, the direct sum of all the eigenspaces of �.ˇ/ with eigenvalues � jjˇjj2. We
also consider BD fˇ 2 tC W Sˇ ¤∅g; and we can now state the main result of this
section.

THEOREM 2.10. The collection fSˇ W ˇ 2Bg is a GLn.R/-invariant stratifi-
cation of Vn X f0g:

(i) Vn X f0g D
S
ˇ2B

Sˇ (disjoint union).

(ii) Sˇ XSˇ �
S

jjˇ 0jj>jjˇ jj

Sˇ 0 , where Sˇ is the closure of Sˇ relative to the usual

topology of Vn. In particular, each stratum Sˇ is a locally closed subset of
Vn X f0g.

Furthermore, for any ˇ 2B we have that

(iii) Wˇ X f0g � Sˇ [
S

jjˇ 0jj>jjˇ jj

Sˇ 0 .

(iv) Sˇ \Wˇ D f� 2 Sˇ W ˇ� D ˇg.

(v) Sˇ D O.n/:
�
Sˇ \Wˇ

�
.

Proof. We first prove (i). Let � be a permutation of f1; : : : ; ng and define g� 2
GLn.R/ by g�ei D e�.i/, i D 1; : : : ; n. It is easy to see that if �D

P
�kij vijk 2 Vn

then
g� :�D

X
�
��1.k/

��1.i/��1.j /
vijk;

and since g�Ei ig��1 DE�.i/�.i/ for any i we have that

f˛kij W .g� :�/
k
ij ¤ 0g D f˛

k
ij W �

��1.k/

��1.i/��1.j /
¤ 0g D f˛

�.k/

�.i/�.j /
W �kij ¤ 0g

D fg�˛
k
ijg
�1
� W �

k
ij ¤ 0g D g�

n
˛kij W �

k
ij ¤ 0

o
g�1� :

This implies that

CHf˛kij W .g� :�/
k
ij ¤ 0g D g� CH

n
˛kij W �

k
ij ¤ 0

o
g�1�

and thus ˇg� :� D g�ˇ�g
�1
� for any � 2 Vn and permutation � . We can therefore

guarantee the existence of an element of maximal norm in fˇg:� W g 2 GLn.R/g
which lies in tC (recall that g� 2 O.n/ and so jjg�ˇg�1� jj D jjˇjj for any ˇ 2 t),
and so

Vn X f0g D
[
ˇ2B

Sˇ :

Let us now prove the disjointness of this union. Assume that ∅ ¤ Sˇ \ Sˇ 0 ,
ˇ; ˇ0 2 B. Thus there exists � 2 Sˇ \ Sˇ 0 such that ˇ� D ˇ, ˇg:� D ˇ0 for
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some g 2 GLn.R/ and jjˇjj D jjˇ0jj. It then follows from Lemma 2.7 that ˇ

jjˇ jj2
2

ƒ.�/ and ˇ 0

jjˇ 0jj2
2ƒ.g:�/, or equivalently, g�1 ˇ 0

jjˇ 0jj2
g 2ƒ.�/ (Lemma 2.4). By

Proposition 2.8 we get that ˇ and ˇ0 are conjugate and therefore ˇ D ˇ0 since both
are in tC.

We now prove part (iii). For any � 2Wˇ we have that hˇ; ˇ�i � jjˇjj2, and
hence either ˇ D ˇ� or jjˇjj < jjˇ�jj. Thus if � 2 Sˇ� we are done. Otherwise,
� 2 Sˇ 0 for some ˇ0 2 tC such that jjˇ0jj � jjˇ�jj, and so jjˇ0jj > jjˇjj and (iii)
follows.

To prove (ii) recall first that for each � 2 Sˇ there exists g 2 G such that
ˇg:� D ˇ and thus g:� 2Wˇ . This implies that Sˇ � GLn.R/Wˇ , a closed subset
sinceWˇ is a subspace and GLn.R/=Pˇ is compact (recall thatWˇ is Pˇ -invariant),
and hence Sˇ � GLn.R/Wˇ . It now follows from (iii) that

Sˇ XSˇ � GLn.R/Wˇ XSˇ �
[

jjˇ 0jj>jjˇ jj

Sˇ 0 ;

as was to be shown. The last assertion in (ii) follows from:

Sˇ D Sˇ X
[

jjˇ 0jj>jjˇ jj

Sˇ 0

and
S

jjˇ 0jj>jjˇ jj

Sˇ 0 is also a closed subset of Vn X f0g. Thus Sˇ is the intersection

of an open subset and a closed subset, that is, Sˇ is locally closed.
We now prove (iv). If �2Wˇ then .ˇ; ˇ�/� jjˇjj2, and if in addition �2Sˇ ,

then jjˇ�jj � jjˇjj. Thus ˇD ˇ� for any � 2Wˇ \Sˇ . Conversely, if � 2Sˇ and
ˇ� D ˇ, then � 2Wˇ since ˇ� Dmccf˛kij W �

k
ij ¤ 0g.

Finally, (v) follows from the fact that Wˇ is B-invariant and hence

Sˇ D GLn.R/:.Sˇ \Wˇ /D .O.n/B/:.Sˇ \Wˇ /D O.n/.Sˇ \Wˇ /:

This concludes the proof of the theorem. �

It follows from Proposition 2.8 that for each nonzero � 2 Vn there exists
a parabolic subgroup P� � GLn.R/ acting transitively on ƒ.�/, which satisfies
P�DP˛ for any ˛ 2ƒ.�/. If ˛ 2ƒ.�/ and g 2GLn.R/ satisfies g˛g�1 2ƒ.�/,
then there exists h 2 P� such that hg˛g�1h�1 D ˛. Thus hg 2 GLn.R/˛ � P�
and so g 2 P�. This implies that

P� D fg 2 GLn.R/ W Ad.g/˛ 2ƒ.�/g; 8˛ 2ƒ.�/;

which in turn gives Aut.�/� P�, where Aut.�/ is the automorphism group of the
algebra �. Indeed, ƒ.�/ is Aut.�/-invariant since m.�; ˛/Dm.g:�; g˛g�1/D
m.�; g˛g�1/ for all g 2 Aut.�/. We therefore obtain that

(9) Der.�/� p�;
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where Der.�/ D f˛ 2 gln.R/ W �.˛/� D 0g is the Lie algebra of derivations of
� and p� is the Lie algebra of P�. We note that if � 2 Sˇ \Wˇ , ˇ 2 B, then
ˇ

jjˇ jj2
2ƒ.�/ (see Lemma 2.7) and so P� D Pˇ D BGLn.R/ˇ . It is then easy to

check by use of (9) that

(10) hŒˇ;D�;Di � 0; 8D 2 Der.�/; � 2 Sˇ \Wˇ :

We will now give a description of the strata in terms of semistable vectors.
For each ˇ 2 t consider the sets

Zˇ D f� 2 Vn W hˇ; ˛
k
ij i D jjˇjj

2; 8�kij ¤ 0g;

Yˇ D f� 2Wˇ W hˇ; ˛
k
ij i D jjˇjj

2 for at least one �kij ¤ 0g:

Thus Zˇ � Yˇ �Wˇ , and Zˇ is actually the eigenspace of �.ˇ/ with eigenvalue
jjˇjj2. Zˇ is therefore GLn.R/ˇ -invariant and since Wˇ is so, Yˇ turns out to be
GLn.R/ˇ -invariant as well. Let gˇ denote the Lie algebra of GLn.R/ˇ ; that is,
gˇ D f˛

0 2 gln.R/ W Œ˛
0; ˛�D 0g.

LEMMA 2.11. For any � 2 Zˇ , ƒ.�/\ gˇ ¤ ∅. In particular, there exists
g 2 GLn.R/ˇ such that Q.�/D 1

jjˇg:�jj2
.

Proof. If � 2Zˇ then ˇCjjˇjj2I 2Der.�/ and so ˇCjjˇjj2I 2 p� (see (9)),
where ƒ.�/ is contained. Thus for any ˛ 2 ƒ.�/ there exists h 2 P� such that
Œh˛h�1; ˇ�D 0, and so h˛h�1 2ƒ.�/\gˇ and the first assertion follows. For the
second one, we first note that if 
 2ƒ.�/\gˇ then there exists g 2GLn.R/ˇ such
that g
g�1 2ƒ.�/\ t �ƒT .�/, which by Lemma 2.5 gives g
g�1 D ˇg:w

jjˇg:w jj2
.

Thus

Q.�/D q.
/D q.g
g�1/D 1
jjˇg:�jj2

;

as asserted. �

PROPOSITION 2.12. For any ˇ 2 B the GLn.R/ˇ -invariant subsets Zss
ˇ
WD

Zˇ \Sˇ and Y ss
ˇ
WD Yˇ \Sˇ satisfy:

(i) Y ss
ˇ
D Sˇ \Wˇ ; in particular Sˇ D O.n/:Y ss

ˇ
.

(ii) Y ss
ˇ
D f� 2 Yˇ W pˇ .�/ 2 Z

ss
ˇ
g, where pˇ W Wˇ �! Zˇ is the orthogonal

projection on Zˇ .

Proof. It is clear that Y ss
ˇ
�Sˇ\Wˇ as Yˇ �Wˇ . Conversely, if �2Sˇ\Wˇ ,

then ˇ� D ˇ and it is not possible to have hˇ; ˛kij i> jjˇjj
2 for any �kij ¤ 0 since

this would contradict the fact that ˇDmccf˛kij W�
k
ij ¤ 0g. This implies that �2 Yˇ

and so is in Y ss
ˇ

, and hence the first assertion in (i) follows. The second one follows
from Theorem 2.10, (v).
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To prove (ii), we first note that if � 2 Yˇ and � …Sˇ then � must lie in one of
the strata Sˇ 0 with jjˇ0jj> jjˇjj as � 2Wˇ (see Theorem 2.10, (iii)). We have that

(11) � WD pˇ .�/D lim
t!1

e�t.ˇCjjˇ jj
2I/:� 2 GLn.R/:�;

but then �2Sˇ 0 and so �…Sˇ by Theorem 2.10, (ii). The set on the right-hand side
is then contained in Y ss

ˇ
. Conversely, if �2 Y ss

ˇ
and �Dpˇ .�/ then it follows from

Theorem 2.10, (iv) that ˇDˇ�Dˇ�. Let us assume that �2Sˇ 0 with jjˇ0jj> jjˇjj
and ˇ0 D ˇh:� for some h 2GLn.R/. From Lemma 2.11 we obtain that Q.�/�1 D
jjˇg:�jj

2 for some g 2 GLn.R/ˇ , and so g:� 2Zˇ and ˇg:� D ˇg:�, which gives

jjˇjj2 � jjˇg:�jj
2
D jjˇg:�jj

2
D

1
Q.�/

� jjˇh:�jj
2
D jjˇ0jj2;

a contradiction. Thus, since � 2Sˇ , it follows from Theorem 2.10, (ii) that � 2Sˇ ,
as claimed. �

Let Hˇ be the connected Lie subgroup of GLn.R/ with Lie algebra hˇ , the
orthogonal complement of ˇ in gˇ . If ˇ D ˇ� for some nonzero � 2 Vn, then
all its entries are in Q, as ˇ is the minimal convex combination of a subset of
f˛kij g and all these matrices have rational entries. In particular, ˇ is rational and
Hˇ is therefore a real reductive algebraic group for any ˇ 2 t such that Sˇ ¤∅.
In that case, hˇ D .so.n/\ gˇ /˚ .sym.n/\ hˇ / is a Cartan decomposition and
t\ hˇ D f˛ 2 t W h˛; ˇi D 0g is a maximal abelian subalgebra of sym.n/\ hˇ .

Definition 2.13. A vector � 2 Vn is called Hˇ -semistable if 0 …Hˇ :�.

PROPOSITION 2.14. For any ˇ 2 t such that Sˇ ¤∅, the following conditions
hold:

(i) Zss
ˇ

is the set of Hˇ -semistable vectors in Zˇ .

(ii) Y ss
ˇ

is the set of Hˇ -semistable vectors in Wˇ .

Proof. We first prove (i). Assume that a � 2 Zss
ˇ

is not Hˇ -semistable.

Thus f0g is the only closed orbit in Hˇ :� (see [RS90, 9.3]) and so there exists
˛ 2 sym.n/\ hˇ such that lim

t!1
e�t˛:�D 0 (see [RS90, Lemma 3.3]). We take

g 2 O.n/ˇ such that g˛g�1 2 t, but then g:� 2Zss
ˇ

and lim
t!1

e�tg˛g
�1

:.g:�/D 0

as well, from which it follows that we can assume ˛ 2 t. This implies that
lim
t!1

P
�kij e

�th˛;˛k
ij
ivijk D 0 and consequently h˛; ˛kij i> 0 for all �kij ¤ 0. Thus

h˛; ˇ�i> 0, a contradiction, since ˇD ˇ� by Theorem 2.10, (iv) and hence ˛ ? ˇ.
Conversely, if � 2 Zˇ is Hˇ -semistable and � … Sˇ then � 2 Sˇ 0 with

jjˇ0jj> jjˇjj (recall that � 2Wˇ and see Theorem 2.10, (iii)). If g 2GLn.R/ˇ and
ˇg:� D ˛C aˇ for a nonzero ˛ 2 t, ˛ ? ˇ, then

0D lim
t!1

X
.g:�/kij e

�thˇg:��aˇ;˛
k
ij
ivijk D lim

t!1
e�t˛:.g:�/ 2Hˇ :�;
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since g:� 2Zˇ \Sˇ 0 and hence

hˇg:�; ˛
k
ij i � jjˇg:�jj

2 > jjaˇjj2 D haˇ; ˛kij i; 8.g:�/kij ¤ 0:

This contradicts the fact that � is Hˇ -semistable and so ˇg:� is a scalar multi-
ple of ˇ. This gives ˇg:� D ˇ for any g 2 GLn.R/ˇ as trˇg:� D trˇ D �1.
It then follows from Lemma 2.11 that Q.�/�1 D jjˇjj2, a contradiction, since
Q.�/�1 D jjˇ0jj2 by Lemma 2.7. This concludes the proof of (i).

Let � 2 Wˇ . In order to prove (ii), we must show that � 2 Sˇ if and only
if � is Hˇ -semistable, and since both conditions imply as in (i) that ˇ� D ˇ,
we may assume that � 2 Yˇ . If � D pˇ .�/ 2 Zˇ then ˇ� D ˇ�, and since
pˇ .g:�/D g:pˇ .�/ for any g 2 GLn.R/ˇ we obtain that � is Hˇ -semistable if
and only if � is so. Thus (ii) follows from (i) and the fact that � 2 Sˇ if and only
if � 2 Sˇ (see Proposition 2.12, (ii)). �

In what follows, we prove a series of lemmas which will be needed in the
proof of Theorem 3.1.

LEMMA 2.15. If � 2 Y ss
ˇ

then trˇD D 0 for any D 2 Der.�/.

Proof. It follows from (9) that D 2 p� D bC gln.R/ˇ , where b is the Lie
subalgebra of gln.R/ of all lower triangular matrices. Thus lim

t!1
e�tˇDetˇ exists

and it is an element A 2 gln.R/ˇ . If �D pˇ .�/ then we can use (11) to show that

�.A/�D lim
t!1

�.e�tˇDetˇ /e�t.ˇCjjˇ jj
2I/:�D lim

t!1
et jjˇ jj

2

e�tˇ :�.D/�D 0:

That is, A 2 Der.�/. We decompose A as A D aˇCA0 with A0 ? ˇ. By using
that etD:� D � for all t we obtain that etA

0

:� D e�taˇ :� D e�tajjˇ jj
2

� (recall
that � 2Zss

ˇ
by Proposition 2.12, (ii)) and hence aD 0 since otherwise 0 2Hˇ :�,

contradicting the fact that � is Hˇ -semistable (see Proposition 2.14, (ii)). This
implies that trˇD D trˇAD trˇA0 D 0, as was to be shown. �

LEMMA 2.16. h�.ˇCjjˇjj2I /�; �i � 0 for any � 2Wˇ .

Proof. If � D
P
�kij v

k
ij 2 Wˇ then hˇ; ˛kij i � jjˇjj

2 for all �kij ¤ 0 and
henceforth

h�.ˇCjjˇjj2I /�; �i D h�.ˇ/�;�i � jjˇjj2jj�jj2

D

X
.�kij /

2
hˇ; ˛kij i � jjˇjj

2
jj�jj2 � 0;

as claimed. �

The space of all n-dimensional nilpotent Lie algebras can be parametrized by
the set

ND f� 2 Vn W � satisfies the Jacobi identity and is nilpotentg;

which is an algebraic subset of Vn as the Jacobi identity and the nilpotency con-
dition can both be expressed as zeroes of polynomial functions. Note that N
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is GLn.R/-invariant and Lie algebra isomorphism classes are precisely GLn.R/-
orbits.

LEMMA 2.17. ˇCjjˇjj2 is positive definite for every ˇ 2B such that Sˇ \N

¤∅.

Proof. By Proposition 2.12, (i) there exists � 2 Y ss
ˇ
\N, which is therefore

Hˇ -semistable by Proposition 2.14, (ii). Thus there exists a nonzero

� 2Hˇ :�� Y
ss
ˇ \N

such that jj�jj � jj�0jj for any �0 2 Hˇ :�. Let us consider R� 2 gln.R/ defined
implicitly by

hR�; ˛i D 1
4
h�.˛/�; �i; 8˛ 2 gln.R/:

We note that R�2 sym.n/ as for any ˛2 so.n/, h�.˛/�; �iD 1
2

d
dt jtD0jje

t˛:�jj2D0.
Since � is a vector of minimal norm in Hˇ :� we obtain

hR�; ˛i D 1
4

d
dt jtD0he

t˛:�; �i D 1
4

d
dt jtD0jje

t
2
˛
:�jj2 D 0; 8˛ 2 hˇ \ sym.n/;

and hence the orthogonal projection of R� on gˇ is a scalar multiple of ˇ. Thus,

such a projection equals jj�jj
2

4
ˇ as tr R�D hR�; I i D 1

4
h�.I /�; �i D� jj�jj

2

4
(recall

that trˇ D�1). This implies that if �D
P
�kij vijk then

(12) jjˇjj2 D 4
jj�jj2
hR�; ˇi D 1

jj�jj2
h�.ˇ/�; �i D

X .�k
ij
/2

jj�jj2
hˇ; ˛kij i:

But � 2 Y ss
ˇ
�Wˇ and so

hˇ; ˛kij i � jjˇjj
2; 8�kij ¤ 0;

which implies by (12) that these must all be equalities and hence � 2Zˇ .
On the other hand, for any ˛ 2 gln.R/ we have that

hŒR�; ˇ�; ˛i D �hR�; Œˇ; ˛�i D �14h�.Œˇ; ˛�/�; �i D 0

since �.ˇ/ is symmetric and �.ˇ/�D jjˇjj2�. We therefore obtain that R� 2 gˇ

and so R� D
jj�jj2

4
ˇ.

If D WD jj�jj
2

4
.ˇC jjˇjj2I / and DX D dX , X 2 Rn X f0g, then since D 2

Der.�/,

d ad�X D ad�.DX/D ŒD; ad�X�D ŒR�; ad�X�;

where ad� denotes the adjoint representation of the Lie algebra �. Thus

d tr ad�X.ad�X/t D tr ŒR�; ad�X�.ad�X/t D hR�; Œad�X; .ad�X/t �i

D
1
4
h�.Œad�X; ad�X/t �/�; �i D 1

4
jj�..ad�X/t /�jj2;
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which implies that d � 0 as long as ad�X ¤ 0. If ad�X D 0, since hR�X;Xi D
.d � jjˇ jj

2jj�jj2

4
/jjX jj2 and

(13) hR�X;Xi D �12
X
ij

h�.X; ei /; ej i
2
C
1
4

X
ij

h�.ei ; ej /; Xi
2;

(see [Lau06, Props. 3.5, 4.2]) we obtain that d > 0. If ad�X ¤ 0 and d D 0

then .ad�X/t 2 Der.�/, which is a contradiction since � is a nilpotent Lie algebra
(consider the orthogonal decomposition RnD n1˚� � �˚nr such that ns˚� � �˚nr ,
s D 1; : : : ; r is the central descendent series). We have therefore obtained that in
any case d > 0, and hence ˇCjjˇjj2I is positive definite. �

Remark 2.18. Notice that Lemma 2.17 is the only result in this section where
we need � to be a nilpotent Lie algebra, and not just any vector in Vn. It is known
for instance that semisimple Lie algebras lie in the stratum Sˇ for ˇ D�1

n
I , and

consequently ˇCjjˇjj2I D 0 (see [Lau03]).

3. Einstein solvmanifolds

We now apply the results obtained in Section 2 to prove our main theorem,
namely that Einstein solvmanifolds are all standard.

Let S be a solvmanifold, that is, a simply connected solvable Lie group en-
dowed with a left invariant Riemannian metric. Let s be the Lie algebra of S and
let h�; �i denote the inner product on s determined by the metric. We consider the
orthogonal decomposition sD a˚ n, where nD Œs; s�. A solvmanifold S is called
standard if Œa; a�D 0.

The mean curvature vector of S is the only element H 2 a which satisfies
hH;Ai D tr adA for any A 2 a. If B denotes the symmetric map defined by the
Killing form of s relative to h�; �i then B.a/� a and BjnD 0 as n is contained in the
nilradical of s. The Ricci operator Ric of S is given by (see for instance [Bes87,
7.38]):

(14) RicDR� 1
2
B �S.adH/;

where S.adH/D 1
2
.adH C .adH/t / is the symmetric part of adH and R is the

symmetric operator defined by

(15) hRx; yi D �1
2

X
ij

hŒx; xi �; xj ihŒy; xi �; xj iC
1
4

X
ij

hŒxi ; xj �; xihŒxi ; xj �; yi;

for all x; y 2 s, where fxig is any orthonormal basis of .s; h�; �i/. A solvmani-
fold S is called Einstein if Ric D cI for some c 2 R. We refer to [Bes87] for
a detailed exposition on Einstein manifolds (see also the surveys in [LW99] and
[Ber03, 11.4]).



1874 JORGE LAURET

It is proved in [Lau06, Props. 3.5, 4.2] that R is the only symmetric operator
on s such that

(16) trRE D 1
4
h�.E/Œ�; ��; Œ�; ��i; 8E 2 End.s/;

where we are identifying s with Rm, Œ�; �� with a vector in Vm, and so h�; �i is the
inner product defined in (3) and � is the representation given in (5) (see the notation
in �2).

We therefore obtain from (14) and (16) that S is an Einstein solvmanifold
with RicD cI , if and only if, for any E 2 End.s/,
(17)
tr
�
cI C 1

2
BCS.adH/

�
E D 1

4

X
ij

hEŒxi ; xj �� ŒExi ; xj �� Œxi ; Exj �; Œxi ; xj �i:

We are now in a position to prove the main result of this paper.

THEOREM 3.1. Any Einstein solvmanifold is standard.

Proof. Let S be an Einstein solvmanifold with Ric D cI . We can assume
that S is not unimodular by using the following fact proved by I. Dotti [DM82]:
a unimodular Einstein solvmanifold must be flat and consequently standard (see
[Heb98, Prop. 4.9]). Thus H ¤ 0 and tr adH D jjH jj2 > 0. By letting E D adH
in (17) and using that adH 2 Der.s/ we get

(18) c D� trS.adH/2

trS.adH/ :

In order to apply the results in Section 2, we identify n with Rn via an or-
thonormal basis fe1; : : : ; eng of n and we set � WD Œ�; ��jn�n. In this way, � can be
viewed as an element of N � Vn. If � ¤ 0 then � lies in a unique stratum Sˇ ,
ˇ 2B, by Theorem 2.10, (i). It then follows from Proposition 2.12, (i) that there
exists g 2 O.n/ such that g:� 2 Y ss

ˇ
. Let Qg denote the orthogonal map of .s; h�; �i/

defined by Qgja D I , Qgjn D g. We let zS be the solvmanifold whose Lie algebra Qs is
s as a vector space and has Lie bracket Qg:Œ�; ��D QgŒ Qg�1�; Qg�1��. The left invariant
metric on zS is determined by the same inner product h�; �i on s. We therefore have
that zS is isometric to S , as Qg is an isometric isomorphism between the two metric
Lie algebras. Thus zS is also Einstein, and since S is standard if and only if zS is
so, we can assume that � 2 Y ss

ˇ
D Sˇ \Wˇ .

We now apply (17) to E 2 End.s/ defined by

E WD
h
0 0
0 ˇCjjˇ jj2I

i
I



EINSTEIN SOLVMANIFOLDS ARE STANDARD 1875

that is, Eja D 0 and Ejn D ˇCjjˇjj2I . If fA1; : : : ; Amg is an orthonormal basis
of a then the right-hand side of (17) is given by

1
4

X
ij

hEŒei ; ej �� ŒEei ; ej �� Œei ; Eej �; Œei ; ej �i

C
1
4

X
rs

hEŒAr ; As�; ŒAr ; As�i

C
1
2

X
ri

hEŒAr ; ei �; ŒAr ; ei �i �
1
2

X
ri

hŒAr ; Eei �; ŒAr ; ei �i;

which in turn equals

(19) 1
4
h�.ˇCjjˇjj2I /�; �iC 1

4

X
rs

h.ˇCjjˇjj2I /ŒAr ; As�; ŒAr ; As�i

C
1
2

X
ri

h.ˇ adAr � adArˇ/.ei /; adAr.ei /i:

The first and second terms in (19) are � 0 by Lemma 2.16 and Lemma 2.17,
respectively, and the last one equals 1

2

P
r
hŒˇ; adAr �; adAri, which is � 0 by (10)

since adAr jn 2 Der.�/ for all r .
We therefore obtain from (17) and (18) that

(20) �
trS.adH/2

trS.adH/ trEC trS.adH/E � 0:

Recall that trˇ D�1 and so

trE2 D tr.ˇ2Cjjˇjj4I C 2jjˇjj2ˇ/D jjˇjj2.1Cnjjˇjj2� 2/(21)

D jjˇjj2.�1Cnjjˇjj2/D jjˇjj2 trE:

On the other hand, we have that

(22) trS.adH/E D tr adH jn.ˇCjjˇjj2/D jjˇjj2 trS.adH/

by Lemma 2.15. We now use (20), (21) and (22) and obtain

trS.adH/2 trE2 � .trS.adH/E/2;

a ‘backwards’ Cauchy-Schwartz inequality. This turns all inequalities mentioned
after (19) into equalities, in particular the second term:

1
4

X
rs

h.ˇCjjˇjj2I /ŒAr ; As�; ŒAr ; As�i D 0:

We therefore get that Œa; a� D 0 since ˇC jjˇjj2I is positive definite by Lemma
2.17.

It only remains to consider the case �D 0. Here we argue in the same way
but with E chosen as Eja D 0 and Ejn D I . It then follows from (17) thatX
rs

jjŒAr ; As�jj
2
D�

trS.adH/2

trS.adH/ nC trS.adH/D trS.adH/2

trS.adH/

�
.trS.adH//2

trS.adH/2 �n
�
� 0;

and thus Œa; a�D 0. This concludes the proof of the theorem. �



1876 JORGE LAURET

Acknowledgements. The author gratefully acknowledges the many helpful sug-
gestions of Roberto Miatello and Cynthia Will during the preparation of the paper.

References

[AW76] R. AZENCOTT and E. N. WILSON, Homogeneous manifolds with negative curvature. I,
Trans. Amer. Math. Soc. 215 (1976), 323–362. MR 52 #15308 Zbl 0293.53017

[Ber03] M. BERGER, A Panoramic View of Riemannian Geometry, Springer-Verlag, New York,
2003. MR 2004h:53001 Zbl 1038.53002

[Bes87] A. L. BESSE, Einstein Manifolds, Ergeb. Math. Grenzgeb. 10, Springer-Verlag, New York,
1987. MR 88f:53087 Zbl 0613.53001

[BWZ04] C. BÖHM, M. WANG, and W. ZILLER, A variational approach for compact homogene-
ous Einstein manifolds, Geom. Funct. Anal. 14 (2004), 681–733. MR 2005g:53074
Zbl 1068.53029

[DM82] I. DOTTI MIATELLO, Ricci curvature of left invariant metrics on solvable unimodular Lie
groups, Math. Z. 180 (1982), 257–263. MR 84a:53044 Zbl 0471.53033

[FdV69] H. FREUDENTHAL and H. DE VRIES, Linear Lie Groups, Pure Appl. Math. 35, Academic
Press, New York, 1969. MR 41 #5546 Zbl 0377.22001

[Heb98] J. HEBER, Noncompact homogeneous Einstein spaces, Invent. Math. 133 (1998), 279–
352. MR 99d:53046 Zbl 0906.53032

[Hes78] W. H. HESSELINK, Uniform instability in reductive groups, J. Reine Angew. Math. 303/304
(1978), 74–96. MR 81a:14022 Zbl 0386.20020

[Kem78] G. R. KEMPF, Instability in invariant theory, Ann. of Math. 108 (1978), 299–316. MR
80c:20057 Zbl 0406.14031

[Kir84] F. C. KIRWAN, Cohomology of Quotients in Symplectic and Algebraic Geometry, Mathe-
matical Notes 31, Princeton Univ. Press, Princeton, NJ, 1984. MR 86i:58050 Zbl 0553.
14020

[Lau03] J. LAURET, On the moment map for the variety of Lie algebras, J. Funct. Anal. 202
(2003), 392–423. MR 2004d:14067 Zbl 1036.17010

[Lau06] , A canonical compatible metric for geometric structures on nilmanifolds, Ann.
Global Anal. Geom. 30 (2006), 107–138. MR 2007g:53092 Zbl 1102.53021

[Lau09] , Einstein solvmanifolds and nilsolitons, in New Developments in Lie Theory
and Geometry, Contemp. Math. 491, Amer. Math. Soc., Providence, RI, 2009, pp. 1–35.
MR 2010g:53081 Zbl 1186.53058

[LW] J. LAURET and C. E. WILL, Einstein solvmanifolds: existence and non-existence ques-
tions, Math. Ann., in press.

[LW99] C. LEBRUN and M. WANG (eds.), Surveys in Differential Geometry: Essays on Einstein
Manifolds, Surveys in Differential Geometry VI, International Press, Somerville, MA,
1999, Lectures on geometry and topology, sponsored by Lehigh University’s Journal of
Differential Geometry. MR 2001f:53003 Zbl 0961.00021

[MFK94] D. MUMFORD, J. FOGARTY, and F. KIRWAN, Geometric Invariant Theory, third ed.,
Ergeb. Math. Grenzgeb. 34, Springer-Verlag, New York, 1994. MR 95m:14012 Zbl 0797.
14004

[Nes84] L. NESS, A stratification of the null cone via the moment map, Amer. J. Math. 106 (1984),
1281–1329, With an appendix by David Mumford. MR 86c:14010 Zbl 0604.14006

[NN06] E. V. NIKITENKO and Y. G. NIKONOROV, Six-dimensional Einstein solvmanifolds [Trans-
lation of Mat. Tr. 8 (2005), no. 1, 71–121; MR1955023], Siberian Adv. Math. 16 (2006),
66–112. MR 2206760



EINSTEIN SOLVMANIFOLDS ARE STANDARD 1877

[Nik] Y. NIKOLAYEVSKY, Einstein solvmanifolds and the pre-Einstein derivation, Trans. Amer.
Math. Soc., to appear.

[Nik06] , Nilradicals of Einstein solvmanifolds, 2006, preprint. arXiv math.DG/0612117

[RS90] R. W. RICHARDSON and P. J. SLODOWY, Minimum vectors for real reductive algebraic
groups, J. London Math. Soc. 42 (1990), 409–429. MR 92a:14055 Zbl 0675.14020

[Sch04] D. SCHUETH, On the ‘standard’ condition for noncompact homogeneous Einstein spaces,
Geom. Dedicata 105 (2004), 77–83. MR 2005e:53066 Zbl 1059.53039

(Received March 15, 2007)

E-mail address: lauret@famaf.unc.edu.ar
FAMAF AND CIEM, UNIVERSIDAD NACIONAL DE CÓRDOBA, CÓRDOBA, ARGENTINA



ISSN 0003-486X
ANNALS OF MATHEMATICS

This periodical is published bimonthly by the Department of Mathematics at Princeton University
with the cooperation of the Institute for Advanced Study. Annals is typeset in TEX by Sarah R.
Warren and produced by Mathematical Sciences Publishers. The six numbers each year are divided
into two volumes of three numbers each.

Editorial correspondence
Papers submitted for publication and editorial correspondence should be addressed to Maureen
Schupsky, Annals of Mathematics, Fine Hall-Washington Road, Princeton University, Princeton, NJ,
08544-1000 U.S.A. The e-mail address is annals@math.princeton.edu.

Preparing and submitting papers
The Annals requests that all papers include an abstract of about 150 words which explains to the
nonspecialist mathematician what the paper is about. It should not make any reference to the
bibliography. Authors are encouraged to initially submit their papers electronically and in PDF
format. Please send the file to: annals@math.princeton.edu or to the Mathematics e-print arXiv:
front.math.ucdavis.edu/submissions. If a paper is submitted through the arXiv, then please e-mail us
with the arXiv number of the paper.

Proofs
A PDF file of the galley proof will be sent to the corresponding author for correction. If requested, a
paper copy will also be sent to the author.

Offprints
Authors of single-authored papers will receive 30 offprints. (Authors of papers with one co-author
will receive 15 offprints, and authors of papers with two or more co-authors will receive 10 offprints.)
Extra offprints may be purchased through the editorial office.

Subscriptions
The price for a print and online subscription, or an online-only subscription, is $390 per year for
institutions. In addition, there is a postage surcharge of $40 for print subscriptions that are mailed to
countries outside of the United States. Individuals interested in subscriptions for their own personal
use should contact the publisher at the address below. Subscriptions and changes of address should
be sent to Mathematical Sciences Publishers, Department of Mathematics, University of California,
Berkeley, CA 94720-3840 (e-mail: contact@mathscipub.org; phone: 1-510-643-8638; fax: 1-510-
295-2608). (Checks should be made payable to “Mathematical Sciences Publishers”.)

Back issues and reprints
Orders for missing issues and back issues should be sent to Mathematical Sciences Publishers at
the above address. Claims for missing issues must be made within 12 months of the publication
date. Online versions of papers published five or more years ago are available through JSTOR
(www.jstor.org).

Microfilm
Beginning with Volume 1, microfilm may be purchased from NA Publishing, Inc., 4750 Venture
Drive, Suite 400, PO Box 998, Ann Arbor, MI 48106-0998; phone: 1-800-420-6272 or 734-302-
6500; email: info@napubco.com, website: www.napubco.com/contact.html.

ALL RIGHTS RESERVED UNDER THE BERNE CONVENTION AND
THE UNIVERSAL COPYRIGHT CONVENTION

Copyright © 2010 by Princeton University (Mathematics Department)
Printed in U.S.A. by Sheridan Printing Company, Inc., Alpha, NJ



table of contents

Shigeru Mukai. Curves and symmetric spaces, II . . . . . . . . . . . . . . . . . . . . . . . 1539–1558
Manjul Bhargava. The density of discriminants of quintic rings and

fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1559–1591
Shuji Saito and Kanetomo Sato. A finiteness theorem for zero-cycles

over p-adic fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1593–1639
Sylvain Crovisier. Birth of homoclinic intersections: a model for the

central dynamics of partially hyperbolic systems . . . . . . . . . . . . . . . . . . . . . . . 1641–1677
Joseph Bernstein and Andre Reznikov. Subconvexity bounds for

triple L-functions and representation theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 1679–1718
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Jens Marklof and Andreas Strömbergsson. The distribution of free

path lengths in the periodic Lorentz gas and related lattice point
problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1949–2033
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