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On finitely generated profinite groups,
I: strong completeness and uniform bounds

By Nikolay Nikolov* and Dan Segal

Abstract

We prove that in every finitely generated profinite group, every subgroup
of finite index is open; this implies that the topology on such groups is deter-
mined by the algebraic structure. This is deduced from the main result about
finite groups: let w be a ‘locally finite’ group word and d ∈ N. Then there
exists f = f(w, d) such that in every d-generator finite group G, every element
of the verbal subgroup w(G) is equal to a product of f w-values.

An analogous theorem is proved for commutators; this implies that in
every finitely generated profinite group, each term of the lower central series
is closed.

The proofs rely on some properties of the finite simple groups, to be
established in Part II.
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1. Introduction

A profinite group G is the inverse limit of some inverse system of finite
groups. Thus it is a compact, totally disconnected topological group; prop-
erties of the original system of finite groups are reflected in properties of the
topological group G. An algebraist may ask: does this remain true if one for-
gets the topology? Now a base for the neighbourhoods of 1 in G is given by
the family of all open subgroups of G, and each such subgroup has finite index;
so if all subgroups of finite index were open we could reconstruct the topology
by taking these as a base for the neighbourhoods of 1.

Following [RZ] we say that G is strongly complete if it satisfies any of the
following conditions, which are easily seen to be equivalent:

(a) Every subgroup of finite index in G is open,

(b) G is equal to its own profinite completion,

(c) Every group homomorphism from G to any profinite group is continuous.

This seems a priori an unlikely property for a profinite group, and it is
easy to find counterexamples. Indeed, any countably based but not finitely
generated pro-p group will have 22ℵ0 subgroups of index p but only countably
many open subgroups; more general examples are given in [RZ, §4.2], and
some examples of a different kind will be indicated below. Around 30 years
ago, however, J-P. Serre showed that every finitely generated pro-p group is
strongly complete. We generalize this to

Theorem 1.1. Every finitely generated profinite group is strongly com-
plete.

(Here, ‘finitely generated’ is meant in the topological sense.) This answers
Question 7.37 of the 1980 Kourovka Notebook [K], restated as Open Question
4.2.14 in [RZ]. It implies that the topology of a finitely generated profinite
group is completely determined by its underlying abstract group structure, and
that the category of finitely generated profinite groups is a full subcategory of
the category of (abstract) groups.

The theorem is a consequence of our major result. This concerns finite
groups having a bounded number of generators, and the values taken by cer-
tain group words. Let us say that a group word w is d-locally finite if every
d-generator (abstract) group H satisfying w(H) = 1 is finite (in other words,
if w defines a variety of groups all of whose d-generator groups are finite).

Theorem 1.2. Let d be a natural number, and let w be a group word.
Suppose either that w is d-locally finite or that w is a simple commutator.
Then there exists f = f(w, d) such that : in any finite d-generator group G,
every product of w-values in G is equal to a product of f w-values.
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Here, by ‘simple commutator’ we mean one of the words

[x1, x2] = x−1
1 x−1

2 x1x2,

[x1, . . . , xn] = [[x1, . . . , xn−1], xn] (n > 2),

and a w-value means an element of the form w(g1, g2, . . . )±1 with the gj ∈ G.

Profinite results. The proof of Serre’s theorem sketched in §4.2 of [Sr]
proceeds by showing that if G is a finitely generated pro-p group then the sub-
group Gp[G, G], generated (algebraically) by all pth powers and commutators,
is open in G. To state an appropriate generalization, consider a group word
w = w(x1, . . . , xk). For any group H the corresponding verbal subgroup is

w(H) = 〈w(h1, . . . , hk) | h1, . . . , hk ∈ H〉 ,

the subgroup generated (algebraically, whether or not H is a topological group)
by all w-values in H. We prove

Theorem 1.3. Let w be a d-locally finite group word and let G be a
d-generator profinite group. Then the verbal subgroup w(G) is open in G.

To deduce Theorem 1.1, let G be a d-generator profinite group and K a
subgroup of finite index in G. Then K contains a normal subgroup N of G

with G/N finite. Now let F be the free group on free generators x1, . . . , xd

and let

D =
⋂
θ∈Θ

ker θ

where Θ is the (finite) set of all homomorphisms F → G/N . Then D has finite
index in F and is therefore finitely generated: say

D = 〈w1(x1, . . . , xd), . . . , wm(x1, . . . , xd)〉 .

It follows from the definition of D that wi(u) ∈ D for each i and any u ∈ F (d);
so putting

w(y1, . . . ,ym) = w1(y1) . . . wm(ym)

where y1, . . . ,ym are disjoint d-tuples of variables we have w(F ) = D. This
implies that the word w is d-locally finite; and as wi(g) ∈ N for each i and
any g ∈ G(d) we also have w(G) ≤ N . Theorem 1.3 now shows that w(G) is
an open subgroup of G, and as K ≥ N ≥ w(G) it follows that K is open.

The statement of Theorem 1.3 is really the concatenation of two facts: the
deep result that w(G) is closed in G, and the triviality that this entails w(G)
being open. To get the latter out of the way, say G is generated (topologically)
by d elements, and let µ(d, w) denote the order of the finite group Fd/w(Fd)
where Fd is the free group of rank d. Now suppose that w(G) is closed. Then
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w(G) =
⋂

N where N is the set of all open normal subgroups of G that
contain w(G). For each N ∈ N the finite group G/N is an epimorphic image
of Fd/w(Fd), hence has order at most µ(d, w); it follows that N is finite and
hence that w(G) is open.

Though not necessarily relevant to Theorem 1.1, the nature of other verbal
subgroups may also be of interest. Using a variation of the same method, we
shall prove

Theorem 1.4. Let G be a finitely generated profinite group and H a
closed normal subgroup of G. Then the subgroup [H, G], generated (algebraic-
ally) by all commutators [h, g] = h−1g−1hg (h ∈ H, g ∈ G), is closed in G.

This implies that the (algebraic) derived group γ2(G) = [G, G] is closed,
and then by induction that each term γn(G) = [γn−1(G), G] of the lower central
series of G is closed. It is an elementary (though not trivial) fact that γn(G) is
actually the verbal subgroup for the word γn(x1, x2, . . . , xn) = [x1, x2, . . . , xn].

Theorem 1.5. Let q ∈ N and let G be a finitely generated nonuniversal
profinite group. Then the subgroup Gq is open in G.

Here Gq denotes the subgroup generated (algebraically) by all qth powers
in G, and G is said to be nonuniversal if there exists at least one finite group
that is not isomorphic to any open section B/A of G (that is, with A � B ≤ G

and A open in G). We do not know whether this condition is necessary for
Theorem 1.5; it seems to be necessary for our proof.

Although the word w = xq is not in general locally finite, we may still
infer that Gq is open once we know that Gq is closed in G. The argument is
exactly the same as before; far from being a triviality, however, it depends in
this case on Zelmanov’s theorem [Z] which asserts that there is a finite upper
bound µ(d, q) for the order of any finite d-generator group of exponent dividing
q (the solution of the restricted Burnside problem).

The words γn (for n ≥ 2) are also not locally finite. Could it be that
verbal subgoups of finitely generated profinite groups are in general closed?
The answer is no: Romankov [R] has constructed a finitely generated (and
soluble) pro-p group G in which the second derived group G′′ is not closed; and
G′′ = w(G) where w = [[x1, x2], [x3, x4]]. More generally, A. Jaikin-Zapirain
has recently shown that w(G) is closed in every finitely generated pro-p group
G if and only if w does not lie in F ′′(F ′)p, where F denotes the free group on
the variables appearing in w.

Uniform bounds for finite groups. Qualitative statements about profinite
groups may often be interpreted as quantitative statements about (families of)
finite groups. For example, a profinite group G is finitely generated if and only
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if there exists a natural number d such that every continuous finite quotient of
G can be generated by d elements.

To re-interpret the theorems stated above, consider a group word w =
w(x1, x2, . . . , xk). For any group G we write

G{w} =
{
w(g1, g2, . . . , gk)±1 | g1, g2, . . . , gk ∈ G

}
,

and call this the set of w-values in G. If the group G is profinite, the mappings
g �→ w(g) and g �→ w(g)−1 from G(k) to G are continuous, so the set G{w} is
compact. For any subset S of G, write

S∗n = {s1s2 . . . sn | s1, . . . , sn ∈ S}.

Then for each natural number n, the set
(
G{w})∗n of all products of n w-values

in G is compact, hence closed in G.
Now w(G) is the ascending union of compact sets

w(G) =
∞⋃

n=1

(
G{w}

)∗n
.

If w(G) is closed in G, a straightforward application of the Baire category
theorem (see [Hr]) shows that for some finite n one has

w(G) =
(
G{w}

)∗n
.(1)

The converse (which is more important here) is obvious. Thus w(G) is closed
if and only if (1) holds for some natural number n. Now this is a property that
can be detected in the finite quotients of G. That is,

• w(G) =
(
G{w})∗n if and only if w(G/N) =

(
(G/N){w})∗n for every open

normal subgroup N of G.

The “only if” is obvious; to see the other implication, write N for the set of
all open normal subgroups of G and observe that if w(G/N) =

(
(G/N){w})∗n

for each N ∈ N then

w(G) ⊆
⋂

N∈N
w(G)N =

⋂
N∈N

(
G{w}

)∗n
N =

(
G{w}

)∗n

because
(
G{w})∗n is closed.

It follows that Theorem 1.3 is equivalent to

Theorem 1.6. Let d be a natural number and let w be a d-locally finite
word. Then there exists f = f(w, d) such that in every finite d-generator group
G, every element of the verbal subgroup w(G) is a product of f w-values.

A similar argument shows that Theorem 1.4 is a consequence of
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Theorem 1.7. Let G be a finite d-generator group and H a normal sub-
group of G. Then every element of [H, G] is equal to a product of g(d) commu-
tators [h, y] with h ∈ H and y ∈ G, where g(d) = 12d3 + O(d2) depends only
on d.

In particular, this shows that in any finite d-generator group G, each
element of the derived group γ2(G) = [G, G] is equal to a product of g(d)
commutators. Now let n > 2. It is easy to establish identities of the following
type: (a) [y1, . . . , yn]−1 = [y2, y1, y

′
3, . . . , y′n] where y′j is a certain conjugate of

yj for j ≥ 3, and (b) for k ≥ 2, [c1 . . . ck, x] = [c′1, x
′
1] . . . [c

′
k, x

′
k] where c′j is

conjugate to cj and x′
j is conjugate to x for each j. Using these and arguing by

induction on n we infer that each element of γn(G) = [γn−1(G), G] is a product
of g(d)n−1 terms of the form [y1, . . . , yn]. Thus Theorems 1.6 and 1.7 together
imply Theorem 1.2.

For a finite group H let us denote by α(H) the largest integer k such that
H involves the alternating group Alt(k) (i.e. such that Alt(k) ∼= M/N for
some N � M ≤ H). Evidently, a profinite group G is nonuniversal if and only
if the numbers α(G̃) are bounded as G̃ ranges over all the finite continuous
quotients of G, and we see that Theorem 1.5 is equivalent to

Theorem 1.8. Let q, d and c be natural numbers. Then there exists
h = h(c, d, q) such that in every finite d-generator group G with α(G) ≤ c,
every element of Gq is a product of h qth powers.

It is worth remarking (though not surprising) that the functions f, g and
h necessarily depend on the number of generators d (i.e. they must be un-
bounded as d → ∞). This can be seen e.g. from the examples constructed by
Holt in [Ho, Lemma 2.2]: among these are finite groups K (with α(K) = 5)
such that K = [K, K] = K2 but with log |K| / log

∣∣K{w}∣∣ unbounded, where
w(x) = x2 (for the application to g note that every commutator is a product
of three squares). The Cartesian product G of infinitely many such groups is
then a topologically perfect profinite group (i.e. G has no proper open nor-
mal subgroup with abelian quotient), but the subgroup G2 is not closed; in
particular G > G2 so G contains a (nonopen) subgroup of index 2.

The proofs depend ultimately on two theorems about finite simple groups.
We state these here, but postpone their proofs, which rely on the Classification
and use quite different methods, to Part II [NS].

Let α, β be automorphisms of a group S. For x, y ∈ S, we define the
“twisted commutator”

Tα,β(x, y) = x−1y−1xαyβ,

and write Tα,β(S, S) for the set {Tα,β(x, y) | x, y ∈ S} (in contrast to our
convention that [S, S] denotes the group generated by all [x, y]). Recall that
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a group S is said to be quasisimple if S = [S, S] and S/Z(S) is simple (here
Z(S) denotes the centre of S).

Theorem 1.9. There is an absolute constant D ∈ N such that if S is a
finite quasisimple group and α1, β1, . . . , αD, βD are any automorphisms of S

then

S = Tα1,β1(S, S) · . . . · TαD,βD
(S, S).

Theorem 1.10. Let q be a natural number. There exist natural numbers
C = C(q) and M = M(q) such that if S is a finite quasisimple group with
|S/Z(S)| > C, β1, . . . , βM are any automorphisms of S, and q1, . . . , qM are
any divisors of q, then there exist inner automorphisms α1, . . . , αM of S such
that

S = [S, (α1β1)q1 ] · . . . · [S, (αMβM )qM ].

(Here the notation [S, γ] stands for the set of all [x, γ], x ∈ S, not the
group they generate.)

Arrangement of the paper. The rest of the paper is devoted to the proofs
of Theorems 1.6, 1.7 and 1.8. All groups henceforth will be assumed finite
(apart from the occasional appearance of free groups).

In Section 2 we state what we call the Key Theorem, a slightly more
elaborate version of Theorem 1.7, and show that it implies Theorem 1.6. Once
this is done, we can forget all about the mysterious word w. Section 3 presents
two variants of the Key Theorem, and the deduction of Theorems 1.7 and 1.8.

The proof of the Key Theorem is explained in Section 4. The argument is
by induction on the group order, and the inductive step requires a number of
subsidiary results. These are established in Sections 5, 7, 9, 10 and 11, while
Sections 6 and 8 contain necessary preliminaries. (To see just the complete
proof of Theorem 1.1, the reader may skip Section 3, the last subsection of
Section 4 and Section 11.)

Historical remarks. The special cases of Theorems 1.1, 1.4 and 1.5
relating to prosoluble groups were established in [Sg], and the global strategy
of our proofs follows the same pattern.

The special case of Theorem 1.8 where q is odd was the main result of [N1].
Theorem 1.8 for simple groups G (the result in this case being independent of
α(G)) was obtained by [MZ] and [SW]; a common generalization of this result
and of Theorem 1.6 for simple groups is given in [LS2], and is the starting
point of our proof. Theorem 1.9 generalizes a result from [W].

The material of Sections 6 and 7 generalizes (and partly simplifies) meth-
ods from [Sg], while that of Sections 8–11 extends techniques introduced in
[N1] and [N2].
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We are indebted to J. S. Wilson for usefully drawing our attention to the
verbal subgroup w(G) where w defines the variety generated by a finite group.

Notation. Here G denotes a group, x ∈ G, y∈G or y ∈ Aut(G), S, T ⊆G,
q ∈ N.

xy = y−1xy, [x, y] = x−1xy,

[S, y] = {[s, y] | s ∈ S} ,

c(S, T ) = {[s, t] | s ∈ S, t ∈ T} ,

S{q} = {sq | s ∈ S} ,

ST = {st | s ∈ S, t ∈ T} ,

S∗q = {s1s2 . . . sq | s1, . . . , sq ∈ S},
= SS . . . S (q factors),

and 〈S〉 denotes the subgroup generated by S. If H, K ≤ G (meaning that H

and K are subgroups of G),

[H, K] = [H,1 K] = 〈c(H, K)〉 ,

[H,n K] = [[H,n−1 K], K] (n > 1),

[H,ω K] =
⋂
n≥1

[H,n K],

H ′ = [H, H].

The nth Cartesian power of a set S is generally denoted S(n), and n-tuples are
conventionally denoted by boldface type: (s1, . . . , sn) = s.

α(G) denotes the largest integer k such that G involves the alternating
group Alt(k).

The term ‘simple group’ will mean ‘nonabelian finite simple group’.

2. The Key Theorem

The following theorem is the key to the main results. We make an ad hoc

Definition. Let H be a normal subgroup of a finite group G. Then H is
acceptable if

(i) H = [H, G], and

(ii) if Z < N are normal subgroups of G contained in H then N/Z is neither
a (nonabelian) simple group nor the direct product of two isomorphic
(nonabelian) simple groups.
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Key Theorem. Let G = 〈g1, . . . , gd〉 be a finite group and H an
acceptable normal subgroup of G. Let q be a natural number. Then

H = ([H, g1] · . . . · [H, gd])
∗h1(d,q) · (H{q})∗z(q)

where h1(d, q) and z(q) depend only on the indicated arguments.

Assuming this result, let us prove Theorem 1.6. Fix an integer d ≥ 2 and
a group word w = w(x1, . . . , xk); we assume that

µ := µ(d, w) = |Fd/w(Fd)|
is finite, where Fd denotes the free group of rank d. Let q denote the order of
C/w(C) where C is the infinite cyclic group. Evidently q | µ, and it is easy to
see that Cq = w(C) = C{w}; hence

hq ∈ H{w}(2)

for any group H and h ∈ H.
Let S denote the set of simple groups S that satisfy w(S) = 1. It follows

from the Classification that every simple group can be generated by two ele-
ments; therefore |S| | µ(2, w) for each S ∈ S, so the set S is finite. We shall
denote the complementary set of simple groups by T .

An important special case of our theorem was established by Liebeck and
Shalev (it is valid for arbitrary words w; in the present case, it may also be
deduced, via (2), from the main result of [MZ] and [SW], together with the
fact that there are only finitely many simple groups of exponent dividing q):

Proposition 2.1 ([LS2, Th. 1.6]). There exists a constant c(w) such that

S = (S{w})∗c(w)

for every S ∈ T .

The next result is due to Hamidoune:

Lemma 2.2 ([Hm]). Let X be a generating set of a group G such that
1 ∈ X and |G| ≤ r |X|. Then G = X∗2r.

We call a group Q semisimple if Q is a direct product of simple groups,
and quasi-semisimple if Q = Q′ and Q/Z(Q) is semisimple. In this case, Q is
a central quotient of its universal covering group Q̃, and Q̃ is a direct product
of quasisimple groups.

Corollary 2.3. Let Q be a quasi-semisimple group having no composi-
tion factors in S. Then

Q = (Q{w})∗n1

where n1 = 2q2c(w) + q.
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Proof. In view of the preceding remark, we may assume that Q is in
fact quasisimple. Write Z = Z(Q) and put X = Q{w}. It is evident that X

generates Q modulo Z; since 〈X〉 � Q = Q′ it follows that X generates Q.
According to Proposition 2.1 we have Q = ZX∗c where c = c(w).

Now it follows from the Classification (see [G, Table 4.1] or [GLS, §6.1])
that Z has rank at most 2. If we assume for the moment that Zq = 1, we may
infer that |Z| ≤ q2, so |Q| ≤ q2 |X∗c|. In this case, Hamidoune’s lemma yields
Q = X∗2q2c. In general we may conclude that

Q = Zq · X∗2q2c,

and the result follows since Z is abelian and every qth power is a w-value.

Lemma 2.4. Let G be a group, H a normal subgroup and suppose that
G = G′ 〈x1, . . . , xm〉. Then

[H, G] = [H, x1] . . . [H, xm][H,n G]

for every n ≥ 1.

Proof. Suppose this holds for a certain value of n ≥ 1. To deduce that it
holds with n+1 in place of n we may as well assume that [H,n+1 G] = 1. This
implies that [[H,n−1 G], G′] = 1. Now [H,n G] is generated by elements of the
form [w, g] with w ∈ [H,n−1 G] and g ∈ G. As [H,n G] is central in G it follows
that every element of [H,n G] takes the form

z = [w1, x1] . . . [wm, xm]

with wi ∈ [H,n−1 G] for each i. For any h1, . . . , hm ∈ H we then have

[h1, x1] . . . [hm, xm] · z = [w1, x1][h1, x1] . . . [wm, xm][hm, xm]

= [w1h1, x1] . . . [wmhm, xm],

again because each [wi, xi] is central. Thus

[H, G] = [H, x1] . . . [H, xm][H,n G] = [H, x1] . . . [H, xm]

as required.

Proof of Theorem 1.6. Let G be a d-generator finite group and put
X = G{w}. We shall show that

w(G) = X∗f ,(3)

where f = f(w, d) is a number that will be specified in due course.
We begin by setting up a configuration to which the Key Theorem may

be applied. Set

G1 = w(G),

H1 =
⋂
θ∈Θ

ker θ
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where Θ is the set of all homomorphisms from G1 to Aut(S × S) with S ∈ S.

Set

H2 = [H1,ω G1].

Then H1/H2 is nilpotent and H2 = [H2, G1]. Define H3 to be the smallest
normal subgroup of H1 such that H1/H3 is soluble; then H3 ≤ H2 and H3 =
H ′

3. Set

H4 =
⋂

N

where N is the set of all normal subgroups K of H3 such that H3/K ∈ T .
Finally, put

H5 = [H4, H3].

Note that H3/H4 is a semisimple group; it follows that H3/H5 is quasi-
semisimple.

Next, we choose a nice generating set for G1. Since Fd/w(Fd) is finite, the
group w(Fd) is generated by finitely many w-values in Fd:

w(Fd) = 〈w(u1), . . . , w(ud′)〉 .

Choose an epimorphism π : Fd → G and put gi = π(w(ui)) for i = 1, . . . , d′.
Then

G1 = w(G) = 〈g1, . . . , gd′〉

and for each i we have gi = w(π(ui)) ∈ X. Note that d′ depends only on w

and d, and that

[h, gi] = g−h
i gi ∈ X∗2(4)

for each i and any h ∈ G.
Now we build up to the proof of (3) in steps.

Step 1: H5 ⊆ X∗n2 where n2 = 2d′h1(d′, q) + z(q). We show first that
H5 is an acceptable subgroup of G1. To verify condition (i), observe that
H5 = [H5, H3] because H3 = H ′

3, so H5 = [H5, G1]. For condition (ii), suppose
that Z < N are normal subgroups of G1 contained in H5 and that N/Z =
S1 × · · · × Sn where n ≤ 2 and the Sj are isomorphic simple groups. If S1 ∈ S
then H1 must act trivially by conjugation on N/Z, which is impossible since
N ≤ H1 and N/Z is nonabelian. Therefore S1 ∈ T . Now H3 permutes
the factors Sj by conjugation, and as H3 = H ′

3 and n ≤ 2 it follows that
S1 � H3/Z. Since the outer automorphism group of S1 is soluble (Schreier’s
conjecture, [G]), the action of H3 on S1 induces precisely the group of inner
automorphisms of S1; consequently H3/CH3(S1) ∼= S1. Hence CH3(S1) ≥ H4

≥ N , a contradiction since S1 is nonabelian.
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We may now apply the Key Theorem to the pair (G1, H5). This shows
that each element of H5 is equal to one of the form

h1(d′,q)∏
j=1

d′∏
i=1

[aij , gi] ·
z(q)∏
j=1

bq
j ,

and the claim follows by (4) and (2).

Step 2: H3 ⊆ X∗n1H5 where n1 = 2q2c(w)+q. This follows from Corollary
2.3 applied to the quasi-semisimple group H3/H5.

Step 3: H2 ⊆ X∗n2H3. It is clear that H2/H3 is an acceptable subgroup of
G1/H3. The claim now follows just as in Step 1, on applying the Key Theorem
to the pair (G1/H3, H2/H3).

Step 4: [H1, G1]H
q
1 ⊆ X∗(2d′+1)H2. Note that H2 = [H1,n G1] for some

n; now Lemma 2.4, with (4), shows that [H1, G1] ⊆ X∗2d′
H2, and the claim

follows by (2) since Hq
1 ⊆ [H1, G1] · H{q}

1 .

Step 5: G1 ⊆ X∗n3 [H1, G1]H
q
1 where n3 depends only on d′ and w. Let

ν denote the maximal order of Aut(S × S) as S ranges over S (it is easy
to see that ν ≤ 2µ(2, w)4). For each such S the number of homomorphisms
G1 → Aut(S × S) is at most νd′

, so |G1 : H1| ≤ ννd′
= ρ, say. It follows that

H1 can be generated by ρd′ elements, and hence that |H1 : [H1, G1]H
q
1 | ≤ qρd′

.
Thus |G1/[H1, G1]H

q
1 | ≤ n3 where n3 = qρd′

ρ; consequently each of its elements
can be written as a word of length at most n3 in the images of the generators gi.

Conclusion. Putting Steps 1–5 together we obtain (3) with

f = n1 + 2n2 + 2d′ + 1 + n3.

3. Variations on a theme

In this section we present two variants of the Key Theorem, and use them
to deduce Theorems 1.7 and 1.8. The variants will be proved at the end of
Section 4.

The first variant of the Key Theorem has the same hypotheses, but a new
conclusion (its proof will not need Theorem 1.10 or the material of §10).

Key Theorem (B). Let G = 〈g1, . . . , gd〉 be a finite group and H an
acceptable normal subgroup of G. Then

H = ([H, g1] · . . . · [H, gd])
∗h2(d) · c(H, H)∗D

where h2(d) = 6d2 + O(d) depends only on d and D is an absolute constant
(given in Theorem 1.9).
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Proof of Theorem 1.7. Let G = 〈g1, . . . , gd〉 be a finite group and H a
normal subgroup of G. Putting

X = c(H, G)

we shall show that

[H, G] = X∗g(d)(5)

where g(d) ≤ 2dh2(d) + O(d) is a number that depends only on d. Obviously,
if H is acceptable this follows at once from Key Theorem (B), with g(d) =
dh2(d) + D. For the general case, we take a step by step approach as in the
preceding section.

Put

H1 = [H,ω G];

let H2 be the smallest normal subgroup of H such that H/H2 is soluble; let

H3 =
⋂

N
where N denotes the set of all normal subgroups K of H2 such that H2/K is
(nonabelian) simple; and put

H4 = [H3, H2].

As in the preceding section, we see that H4 = [H4, H2] = [H4, G] and that
H2/H4 is a quasi-semisimple group. We shall need

Lemma 3.1. If Q is a quasi-semisimple group then Q = c(Q, Q)∗D.

Replacing Q by its universal cover, we may suppose that Q is a direct
product of quasisimple groups; in that case, the result follows from the special
case of Theorem 1.9 where all the automorphisms αj and βj are equal to the
identity (this special case may be quickly deduced, using Lemma 2.2, from
Wilson’s theorem [W, Prop. 2.4]).

Step 1B. H4 ⊆ X∗(dh2(d)+D). As remarked above, this holds provided
H4 is an acceptable normal subgroup of G. That this is the case follows, just
as in Step 1 of the preceding section, from the fact that H3 is contained in
the kernel of every homomorphism H2 → Aut(S × S), where S is any simple
group; the argument is now much simpler since we may ignore the distinction
made there between different kinds of simple groups.

Step 2B. H2 ⊆ X∗DH4. This follows from Lemma 3.1 applied to the
quasi-semisimple group H2/H4.

Step 3B. H1 ⊆ X∗(dh2(d)+D)H2. This follows from Key Theorem (B)
applied to the pair (G/H2, H1/H2); it is clear that H1/H2 is an acceptable
normal subgroup of G/H2.
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Step 4B. [H, G] ⊆ X∗dH1. This is immediate from Lemma 2.4.

Conclusion. Putting the steps together we obtain (5) with

g(d) = 2dh2(d) + 3D + d = 12d3 + O(d2).

The second variant of the Key Theorem has a weaker hypothesis: as we
shall see, this is necessary because the failure of the word w(x) = xq to be
locally finite means that we have less control over the generators of the verbal
subgroup Gq. (The proof of this variant will not need Theorem 1.10 or the
material of §§10, 11.)

Key Theorem(C). Let G be a d-generator finite group and H an ac-
ceptable normal subgroup of G. Suppose that G = H 〈g1, . . . , gr〉. Then

H = ([H, g1] · . . . · [H, gr])
∗h3(d,c)

where h3(d, c) depends only on d and c = α(G).

Proof of Theorem 1.8. Let G be a d-generator group with α(G) ≤ c, let q

be a natural number, and put X = G{q}. We will prove that

Gq = X∗h,(6)

where h = h(c, d, q) will be determined below.
To this end, we take w(x) = xq and then define G1 = Gq and normal

subgroups H1 ≥ . . . ≥ H5 exactly as in the proof of Theorem 1.6 in Section 2.
The argument now follows that proof step by step, but we have to carry out
the steps in reverse order: this is necessary in order to obtain substitutes for
the ‘global generators’ gi used in Section 2.

As in the preceding section, we will repeatedly use the fact that if h ∈ G

and g ∈ X then [h, g] ∈ X∗2.
Set

µ = µ(d, q),

the maximal order of a finite d-generator group of exponent dividing q; this
is finite by the positive solution of the restricted Burnside problem [Z]. Then
|G : G1| ≤ µ, and it follows that G1 can be generated by d′ = dµ elements.

Since G1 is generated by X, the argument of Section 2, Step 5 now gives

Step 5C . G1 ⊆ X∗n3 [H1, G1]H
q
1 where n3 depends only on d′ and q.

The next step depends on the following simple observation, where σ(q)
will denote the number of distinct prime divisors of q.

Lemma 3.2. If H = 〈X〉 is an r-generator abelian group then

H =
〈
yq
1, . . . , yq

r , x1, . . . , xrσ(q)

〉
for some y1, . . . , yr ∈ H and some x1, . . . , xrσ(q) ∈ X.
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Proof. Let P be a Sylow p-subgroup of H. Write π : H → P for the
projection. P is an r-generator p-group generated by π(X) so P = 〈π(Xp)〉
for some subset Xp of X of size r (because P/Frat(P ) is an r-dimensional
Fp-vector space). Thus if p1, . . . , pσ are the primes dividing q and P1, . . . , Pσ

the corresponding Sylow subgroups, then the subgroup R = 〈Xp1 ∪ . . . ∪ Xpσ
〉

projects onto each Pi. It follows that |H : R| is coprime to q and hence that
H = QR where Q is a direct factor of H of order coprime to q. Thus Q is an
r-generator group and each element of Q is a qth power, so Q = 〈yq

1, . . . , yq
r〉

for some y1, . . . , yr. The lemma follows.

Applying this lemma to G1/G′
1, we deduce that

G1 = G′
1 〈h1, . . . , hd′′〉

where each hi ∈ X and d′′ = d′(1 + σ(q)). Now Lemma 2.4 gives

[H1, G1] =
d′′∏
i=1

[H1, hi] · H2 ⊆ X∗2d′′
H2.

As Hq
1 ⊆ [H1, G1]H

{q}
1 we have established

Step 4C . [H1, G1]H
q
1 ⊆ X∗(2d′′+1)H2.

Putting the last two steps together gives G1 = X∗n4H2 where n4 depends
only on d and q. As G1 is generated by d′ elements, it follows that there exist
g1, . . . , gr ∈ X, where r = n4d

′, such that

G1 = H2 〈g1, . . . , gr〉 .

Since H2/H3 is an acceptable normal subgroup of G1/H3, Key Theorem (C)
may be applied to give

Step 3C . H2 ⊆ X∗n5H3 where n5 = 2rh3(d′, c).

Step 2C . H3 ⊆ X∗n1H5 where n1 depends only on q. This is identical to
Step 2 in Section 2.

Step 1C . H5 ⊆ X∗n2 where n2 depends only on q, d and c. We proved in
Step 1 of Section 2 that H5 is an acceptable normal subgroup of G1. So the
claim will follow by Key Theorem (C) if we can show that G1 = H5 〈g′1, . . . , g′s〉
where each g′i ∈ X and s depends only on q, d and c. But this follows from the
preceding four steps: for G1 is generated by d′ elements, each of which lies in
X∗n6H5 where n6 = n1 + n5 + n4, so we may take s = d′n6.

Conclusion. Altogether we obtain (6) with h = n6 + n2.
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4. Proof of the Key Theorem

The general idea. Before getting down to specifics, let us outline the gen-
eral plan of attack. The Key Theorem asserts that, under suitable hypotheses
on the finite group G and its normal subgroup H, every element of H is equal to
a product of a specific form. Thus what has to be established is the solvability
of equations like

h = Φ(u1, . . . , um)(7)

where

Φ(u1, . . . , um) = U(g1, . . . , gr, u1, . . . , um);

here the ‘constant’ h is an arbitrary element of H, U is a specific group word,
g1, . . . , gr are some fixed parameters from G, and the ‘unknowns’ u1, . . . , um

are to be found in H. The idea of the proof is modelled on that of Hensel’s
Lemma: one shows that an approximate solution of (7) can be successively
refined to an exact solution.

What makes Hensel’s Lemma work is a hypothesis that ensures the sur-
jectivity of a certain linear map: the relevant derivative must be nonsingular
modulo p. This translates in a straightforward way to our context.

Definition. Let v ∈ H(m). The mapping Φ′
v : H(m) → H is defined by

Φ(x · v) = Φ′
v(x) · Φ(v) (x ∈ H(m))

where x · v denotes the m-tuple (x1v1, . . . , xmvm).

Suppose now that K is a normal subgroup of G contained in H, and that
we have found a solution of (7) modulo K; that is, we have v ∈ H(m) such
that

h = κ · Φ(v)

for some κ ∈ K. Then u = x · v is a solution of (7) if and only if

Φ′
v(x) = κ.(8)

Thus our ‘approximate solution’ v can be lifted to an exact solution provided
the image of the map Φ′

v contains K. Let us call v ‘liftable’ in this case. To
ensure that the process can be iterated, however, we require that the ‘new’
solution x · v is again liftable in the appropriate sense. This will be achieved
by a ‘probabilistic’ argument: we establish independently (a) that a relatively
large proportion of the elements x in a suitable domain are solutions of (8),
and (b) that a relatively large proportion of the x in the same domain have
the property that x · v is liftable. It will follow that at least some of these
elements x will have both properties.



ON FINITELY GENERATED PROFINITE GROUPS, I 187

Here is a final remark. All our main results about finite groups concern
functions that are uniformly bounded in terms of d, the number of generators.
Why is this the dominant parameter? There are two reasons. The first is
evident in the statement of the Key Theorem: each of the d generators appears
explicitly in the statement. The second, hidden in the proof, has to do with
the way the generators have to act on chief factors of the group; it comes down
to the following obvious but crucial observation:

Lemma 4.1. Let G = 〈g1, . . . , gd〉 be a group.

(i) If G acts without fixed points on a set of size n then at least one of the
gi moves at least n/d points.

(ii) If G acts linearly on a vector space V of dimension n, and fixes only 0,
then at least one of the gi satisfies dim CV (gi) ≤ (1 − 1

d)n.

(Here CV (g) denotes the fixed-point set of g.)

Solvability of equations. Let G be a finite group. A normal subgroup
N of G will be called quasi-minimal if N = [N, G] > 1 and N is minimal
with this property. It is easy to see that in this case, there is a uniquely
determined normal subgroup Z = ZN of G maximal subject to Z < N ; indeed,
if Z1 and Z2 were two distinct such subgroups then N = Z1Z2 would imply
[N, G] = [N, Z1][N, Z2] = 1.

We write ‘QMN’ for ‘quasi-minimal normal subgroup’, and recall the def-
inition of ‘acceptable’ from Section 3. The Frattini subgroup of G is denoted
Frat(G).

Lemma 4.2. Let N be a QMN of G and put Z = ZN . Suppose that
N ≤ H where H is an acceptable normal subgroup of G. Then

(i) N/Z is a minimal normal subgroup of G/Z, [Z,k G] = 1 for some k, and
[Z, N ] ≤ [Z, H] = 1.

(ii) Z ≤ Frat(G).

(iii) If N is not soluble then N is quasi-semisimple with centre Z and N/Z =
S1 × · · · × Sn, where n ≥ 3 and S1, . . . , Sn are isomorphic nonabelian
simple groups.

(iv) If N is soluble then N/Z is an elementary abelian p-group for some
prime p; also Np = 1 if p is odd, N2 = [N, N ] and [N, N ]2 = 1 if p = 2.

Proof. (i) The first two statements are immediate from the definition. To
show that [Z, H] = 1, write Zi = [Z,i G] for i ≥ 0 (with Z0 = Z). Then Zk = 1.
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Suppose we have [Zi, H] = 1 for some i with k ≥ i > 0. Since H = [H, G] the
Three-Subgroup Lemma gives

[Zi−1, H] = [[Zi−1, H], G][Zi, H] = [[Zi−1, H], G]

whence [Zi−1, H] = 1 since [Zi−1, H] < N . It follows by reverse induction that
[Z, H] = [Z0, H] = 1.

(ii) Suppose that M is a maximal subgroup of G and M contains Zi but
not Zi−1, where i > 0. Then G = Zi−1M and H = Zi−1(H∩M) so [H, G] ≤ M ,
a contradiction since Zi−1 ≤ H = [H, G].

(iii) This follows from the well-known structure of minimal normal sub-
groups; here n ≥ 3 because N is contained in the acceptable subgroup H.

(iv) The first claim is standard. Since [N, N ] ≤ Z(N), the map x �→ xp is
a homomorphism of G-operator groups from N into Z if p is odd, and induces
such a homomorphism from N into Z/[N, N ] if p = 2. In each case the image
of this homomorphism must be 1 since N = [N, G]. The final statement is
easy.

The solvability of equations like (8) is assured by the following results,
which will be proved in later sections (the fourth one, Proposition 11.1, is
needed only for variant (B) of the Key Theorem). In each case, N denotes a
QMN of G and Z = ZN .

For x = (x1, . . . , xt), y = (y1, . . . , yt) ∈ G(t) we will write

[x,y] =
t∏

j=1

[xj , yj ].

Proposition 7.1. Suppose that N is soluble and that [Z, G] = 1. Put
K = N if N is abelian, K = N ′ otherwise. For i = 1, 2, 3 define φi : N (m) →
N by

φi(a) = [a,yi]

where yi = (yi1, . . . , yim) and the yij are elements of G such that

〈yi1, . . . , yim〉K = G

for each i. Let κ ∈ K. Then there exist κ1, κ2, κ3 ∈ N such that κ1κ2κ3 = κ

and, for each i = 1, 2, 3, ∣∣φ−1
i (κi)

∣∣ ≥ |N |m |N/Z|−d−1 .

The corresponding results for a nonsoluble QMN involve certain constants:

D ≥ 1 is the absolute constant specified in Theorem 1.9, and we set
D = 4 + 2D;



ON FINITELY GENERATED PROFINITE GROUPS, I 189

C(q) and M(q) are the constants specified in Theorem 1.10, and we set
z(q) = M(q)D(q + D).

Definition. Let ε > 0 and k ∈ N. Let y = (y1, y2, . . . , ym) ∈ G(m).

(i) The m-tuple y has the (k, ε) fixed-point property if in any transitive
permutation action of G on a set of size n ≥ 2, at least k of the elements
yi move at least εn points.

(ii) The m-tuple y has the (k, ε) fixed-space property if for every irreducible
FpG-module V of dimension n ≥ 2, where p is any prime, at least k of
the yi satisfy dimFp

CV (yi) ≤ (1 − ε)n.

Proposition 9.2 Suppose that N is quasi-semisimple, and that N/Z is
not simple. Define φ : N (m) → N by

φ(a) = [a,y]

where y1, . . . , ym are elements of G such that 〈y1, . . . , ym〉N = G. Suppose
that y has the (k, ε) fixed-point property where kε ≥ D. Then for each κ ∈ N ,∣∣φ−1(κ)

∣∣ ≥ |N |m |N/Z|−4D .

Proposition 10.1. Let q ∈ N. Suppose that N is quasi-semisimple, and
that its nonabelian composition factors S satisfy |S| > C(q). Let u1, . . . , um

∈ G where m ≥ z(q). Then the mapping ψ : N (m) → N defined by
m∏

j=1

(xjuj)q = ψ(x)
m∏

j=1

uq
j

is surjective.

Proposition 11.1. Suppose that N is quasi-semisimple, and let α1, β1,

. . . , αD, βD be 2D arbitrary automorphisms of N . Then the mapping θ :
N (2D) → N defined by

θ(a,b) =
D∏

j=1

Tαj ,βj
(aj , bj)

is surjective.

Lifting generators. The other half of our probabilistic argument rests on
the following proposition, which will be established in Section 5. For a simple
group S we define µ(S) to be the supremum of the numbers µ such that

|S : M | ≥ |S|µ
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for every maximal subgroup M of S, and for any group N define

µ′(N) = min
{

1
2
, µ(S) | S a nonabelian composition factor of N

}
.

For later use, we also define

µ(q) = min
{

1
2
, µ(S) | S simple, |S| ≤ C(q)

}
.

Proposition 5.1. Let G be a d-generator group and N an acceptable
QMN of G. Suppose that G = 〈y1, . . . , ym〉N . Put Z = ZN and let

N (y) =
{
a ∈ N (m) | 〈ya1

1 , . . . , yam
m 〉 
= G

}
.

Let ε ∈ (0, 1
2 ].

(i) Suppose that N is soluble and that y has the (k, ε) fixed-space property.
Then

|N (y)| ≤ |N |m |N/Z|d−kε .

(ii) There exists an absolute constant C0 such that if N is quasi-semisimple
and y has the (k, ε) fixed-point property, where kε ≥ max{2d + 4, 2C0 + 2},
then

|N (y)| < |N |m and

|N (y)| ≤ |N |m |N/Z|1−s

where

s = min{µ′(N)(kε/2 − d − 1), µ′(N)(kε/2 − C0)}.

The proof. Now we can prove the Key Theorem, assuming the results
stated above. We will need to know the following ‘derivative’, obtained by
direct calculation:

Lemma 4.3. Let g ∈ G(m). Define Ξ : G(m) → G by Ξ(v) = [v,g]. Then

Ξ′
v(x) =

m∏
j=1

[xj , gj ]τj(g,v)

where

τj(g,v) = vj [gj−1, vj−1] . . . [g1, v1].

Now define

k(d, q) = 1 +
⌈
d · max

{
8D + 2
µ(q)

+ 2d + 2,
8D + 2
µ(q)

+ 2C0

}⌉
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(where �x� denotes the least integer ≥ x), and let z(q) be as defined above.
The first claim in the next proposition gives the Key Theorem, on putting

h1(d, q) = 3k(d, q).

Proposition 4.4. Let G = 〈g1, . . . , gd〉 and let H be an acceptable nor-
mal subgroup of G. Let m = d · k(d, q) and define g = (g1, . . . , gm) by setting

gtd+i = gi (0 ≤ t < k(d, q)).

Then for each h ∈ H there exist v(1), v(2), v(3) ∈ H(m) and u ∈ H(z(q)) such
that

h =
3∏

i=1

[v(i),g] ·
z(q)∏
l=1

uq
l(9)

and 〈
g

τ1(g,v(i))
1 , . . . , gτm(g,v(i))

m

〉
= G for i = 1, 2, 3.(10)

The second claim, (10), is required for the inductive proof. In terms of the
heuristic discussion above, it ensures that our solution (v(1), v(2), v(3), u) is
again ‘liftable’: in the guise of (17) or (18), it is used directly in ‘Case 1’, below,
and in other cases enables us to quote some of the above-stated propositions,
whose hypotheses stipulate that a certain set of elements should generate an
appropriate quotient of G.

Let us recall that H is acceptable in G if (i) H = [H, G] and (ii) no normal
section of G inside H takes the form S or S ×S for a nonabelian simple group
S. It is clear that H/K is then acceptable in G/K whenever H ≥ K and
K � G; we shall use this without special mention.

Proof. We will write k = k(d, q) and z = z(q). The result is trivial
if H = 1; we suppose that H > 1 and argue by induction on |H|. Since
H = [H, G] it follows that H contains a QMN N of G. It also follows that
d ≥ 2. Put Z = ZN and define a normal subgroup K > 1 of G as follows:

K =


[Z, G] if [Z, G] > 1

N if [Z, G] = 1 and [N, N ] = 1

[N, N ] if [Z, G] = 1 and [N, N ] > 1.

(11)

Write the equation (9) as

h = Φ(v,u) = Ξ(v(1)) · Ξ(v(2)) · Ξ(v(3)) · Ψ(u).
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Inductively, we may assume that there exist κ ∈ K, v(i) ∈ H(m) and u ∈ H(z)

such that

h = κΦ(v,u)

and, for i = 1, 2, 3, 〈
g

τ1(v(i))
1 , . . . , gτm(v(i))

m

〉
K = G,(12)

where for brevity we write τj(x) = τj(g,x).
The aim is to show that there exist a(i) ∈ N (m) and b ∈ N (z) such that

(9) and (10) hold with a(i) ·v(i) replacing v(i) and b ·u replacing u. The first
requirement is equivalent to

κ = Φ′
(v,u)(a,b)

= Ξ′
v(1)(a(1))ξ1 · Ξ′

v(2)(a(2))ξ2 · Ξ′
v(3)(a(3))ξ3 · Ψ′

u(b)ξ4(13)

where ξ1 = 1 and

ξi = (Ξ(v(1)) . . .Ξ(v(i − 1)))−1 (i = 2, 3, 4).

It is convenient to reformulate the second requirement. Write

a(i)j = a(i)v(i)jgj ...gm

j , gij = g
v(i)jgj ...gm

j .

Lemma 4.5. Let a(i) ∈ N (m) for i = 1, 2, 3. The following are equivalent,
for each i:

G =
〈
g

τ1(a(i)·v(i))
1 , . . . , gτm(a(i)·v(i))

m

〉
,(14)

G = Z
〈
g

a(i)1
i1 , . . . , g

a(i)m

im

〉
.(15)

Proof. We claim that for any m-tuple v,〈
g

τ1(v)
1 , . . . , gτm(v)

m

〉g1...gm

= 〈gv1g1...gm

1 , . . . , gvmgm
m 〉 .(16)

To see this, put z1 = 1 and for k > 1 set

zk = g
vk−1g

−1
k−2...g

−1
1

k−1 · zk−1.

Arguing by induction on k we find that zk+1 = zkg
τk(v)
k for each k; this implies

that 〈
g

τ1(v)
1 , . . . , gτm(v)

m

〉
= 〈z2, . . . , zm+1〉 =

〈
gv1
1 , . . . , g

vmg−1
m−1...g

−1
1

m

〉
which is equivalent to (16).

The lemma follows on taking v = a(i) · v(i), and noting that g
a(i)j

ij =

g
a(i)jv(i)jgj ...gm

j and Z ≤ Frat(G).
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Taking each a(i)j = 1 and replacing G by G/K, we deduce that (12)
implies

G = 〈gi1, . . . , gim〉K (i = 1, 2, 3).(17)

Now write

g̃ij = g
τj(v(i))ξi

j , ã(i)j = a(i)τj(v(i))ξi

j .

Then (12) is also (evidently) equivalent to

G = 〈g̃i1, . . . , g̃im〉K (i = 1, 2, 3);(18)

and Lemma 4.3 shows that

Ξ′
v(i)(a(i))ξi = [ã(i), g̃i] (i = 1, 2, 3).(19)

Thus it suffices to find a(i) and b (with entries in N) such that

κ = [ã(1), g̃1][ã(2), g̃2][ã(3), g̃3]Ψ′
u(b)ξ4(20)

and such that (15) holds. To this end we separate several cases.

Case 1: where [Z, G] = K > 1. We think of Z as a G-module, with K

acting trivially, and write it additively. From (18) we have

K = Z(G − 1) =
m∑

j=1

Z(g̃1j − 1) =
{

[z, g̃1] | z ∈ Z(m)
}

.

Thus there exists a(1) ∈ Z(m) with [a(1),g1] = κ, and we may satisfy (20)
by setting a(2)j = a(3)j = bj = 1 for all j ; note that ã(1) = a(1) here since
[Z, H] = 1. As each a(i)j is in Z and K ≤ Z, in this case (15) follows at once
from (17).

Assume henceforth that [Z, G] = 1. For κ ∈ N and 1 ≤ i ≤ 3 put

Xi(κ) =
{
a(i) ∈ N (m) | [ã(i), g̃i] = κ

}
,

and let

Yi =
{
a(i) ∈ N (m) |

〈
g

a(i)1
i1 , . . . , g

a(i)m

im

〉
Z = G

}
.

We shall repeatedly use the following

Key Observation. For each i = 1, 2, 3, the m-tuple gi has the (k, 1
d)

fixed-space property and the (k, 1
d) fixed-point property.

Indeed, since G = 〈g1, . . . , gd〉, Lemma 4.1 shows that the d-tuple
(g1, . . . , gd) has the (1, 1

d) fixed-space property and the (1, 1
d) fixed-point prop-

erty. The claim follows because each of the generators gl (1 ≤ l ≤ d) is
conjugate to at least k of the elements gij (1 ≤ j ≤ m).
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Case 2: where N is soluble, and K = N if N is abelian, K = N ′ if not.
Define φi : N (m) → N by

φi(x) = [x, g̃i].

In view of (18), we may take yij = g̃ij in Proposition 7.1 and infer that there
exist κ1, κ2, κ3 ∈ N with κ1κ2κ3 = κ such that

|Xi(κi)| =
∣∣φ−1

i (κi)
∣∣ ≥ |N |m |N/Z|−d−1

for i = 1, 2, 3 (the first equality holds because a(i) �→ ã(i) is a bijection on
N (m)).

Let i ∈ {1, 2, 3}. With the Key Observation and (17), Proposition 5.1(i)
shows that the number of elements x ∈ N (m) for which

〈gx1
i1 , . . . , gxm

im 〉 
= G

is at most |N |m |N/Z|d−k/d. Since a(i) �→ a(i) is a bijection on N (m) this gives∣∣∣N (m) \ Yi

∣∣∣ ≤ |N |m |N/Z|d−k/d .

As k > d(2d + 1), it follows that |Xi(κi)| >
∣∣N (m) \ Yi

∣∣.
Thus we may choose a(i) ∈ Xi(κi) ∩ Yi, for i = 1, 2, 3. Then (15) holds

and (20) is satisfied with bl = 1 for all l.

Case 3: where N = K is quasi-semisimple and |S| ≤ C(q); here S denotes
the (unique) nonabelian composition factor of N . Put κ1 = κ, κ2 = κ3 = 1.
Using Proposition 9.2 in place of Proposition 7.1, we see just as in Case 2 that
for i = 1, 2, 3,

|Xi(κi)| ≥ |N |m |N/Z|−4D ;

note that k/d > D because D ≥ 1 > µ(q).
Now k/d > max{2d + 4, 2C0 + 2}, so Proposition 5.1(ii), with the Key

Observation and (17), shows that∣∣∣N (m) \ Yi

∣∣∣ ≤ |N |m |N/Z|1−s

for each i, where

s = min{µ(q)(k/2d − d − 1), µ(q)(k/2d − C0)}
> 4D + 1.

We conclude as in the preceding case that (20) and (15) can be simultaneously
satisfied by a suitable choice of a(1), a(2), a(3) ∈ N (m), taking each bl = 1.

Case 4: where N = K is quasi-semisimple and |S| > C(q). Applying
Proposition 5.1(ii) again we infer that each of the sets Yi is nonempty. Choose
a(i) ∈ Yi for i = 1, 2, 3. Then (15) holds.
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Now Proposition 10.1 shows that the mapping Ψ′
u : N (z) → N is surjec-

tive. Hence there exists b ∈ N (z) such that

Ψ′
u(b) =

(
([ã(1), g̃1][ã(2), g̃2][ã(3), g̃3])

−1 κ
)ξ−1

4
.

Then (20) is satisfied, and the proof is complete.

Remark. It may be worth observing that in Case 3, the only role played
by the upper bound on |S| is to provide the lower bound µ(q) for µ(S). In fact
such a lower bound will hold if we allow S to range, additionally, over groups
of Lie type with bounded Lie ranks (but over finite fields of arbitrary size); this
follows from Lemma 4.8, below, for example. We may therefore, if we prefer,
restrict Case 4 to where S is either alternating of large degree or of Lie type
with large Lie rank. This means that for the Key Theorem, only the special
case of Proposition 10.1 relating to such simple groups S is actually needed.
This in turn depends only on the corresponding special case of Theorem 1.10.

Variants (B) and (C). Define

k(d) = 1 + �d · max{2d + 4, 2C0 + 2}� .

Now modify the statement of Proposition 4.4 as follows: replace k(d, q) by
k(d), replace z(q) by 2D, and replace the formula (9) by

h =
3∏

i=1

[v(i),g] ·
D∏

l=1

[ul, ul+D].(21)

This gives Key Theorem (B) if we set h2(d) = 3k(d).
For the proof of the modified proposition, we set Ψ(x,y) =

∏D
j=1[xj , yj ]

and use

Lemma 4.6.

Ψ′
(u,w)(x,y) =

D∏
l=1

Tαl,βl
(xσl

l , yρl

l )

where αl, βl, σl and ρl are given by certain group words in u1, w1, . . . , uD, wD.

This is verified by direct calculation. We now argue exactly as before,
with the following changes: omit Case 3 altogether; and in Case 4, remove
the restriction on |S| and use Proposition 11.1 in place of Proposition 10.1.
With Lemma 4.6, this shows that the relevant mapping Ψ′

u : N (2D) → N is
surjective.
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The modifications required for Key Theorem (C) are a little more drastic,
so let us state the appropriate variant of Proposition 4.4. Define

k′(d, c) = 1 +
⌈
d · max

{
8D + 2

ε(c)
+ 2d + 2,

8D + 2
ε(c)

+ 2C0

}⌉
where ε(c) is the constant appearing in Lemma 4.8 below.

Proposition 4.7. Let G be a d-generator group with α(G) = c and let
H be an acceptable normal subgroup of G. Suppose that G = H 〈g1, . . . , gr〉.
Put m = r · k′(d, c) and define g = (g1, . . . , gm) by setting

gtr+i = gi (0 ≤ t < k′(d, c)).

Then for each h ∈ H there exist v(1), v(2), v(3) ∈ H(m) such that

h =
3∏

i=1

[v(i),g]

and 〈
g

τ1(g,v(i))
1 , . . . , gτm(g,v(i))

m

〉
= G for i = 1, 2, 3.

Key Theorem (C) then follows on setting h3(d, c) = 3k′(d, c). For the
proof, we may no longer appeal to Lemma 4.1; instead we rely on

Lemma 4.8. There exists ε = ε(c) ∈ (0, 1
2 ], depending only on c = α(G),

such that the following hold.
(i) If G acts as a primitive permutation group on a set Ω of size ≥ 2, with

kernel GΩ, then |Ω| ≥ |G : GΩ|ε.
(ii) For each transitive G-set Ω of size ≥ 2, there is a proper normal

subgroup G0(Ω) of G such that for each x ∈ G \ G0(Ω),

|fixΩ(x)| ≤ (1 − ε) |Ω|

(where fixΩ(x) denotes the set of fixed points of x in Ω).

(iii) For each simple FpG-module V there is a proper normal subgroup
G0(V ) of G such that for each x ∈ G \ G0(V ),

dim CV (x) ≤ (1 − ε) dimV .

Proof. Gluck, Seress and Shalev prove in [GSS, Th. 1.2] that every prim-
itive G-set Ω contains a base B of size at most γ = γ(c), a number depending
only on c (to say that B is a base means that the pointwise stabilizer of B is
equal to GΩ). We may suppose that γ ≥ 2. This gives (i) with ε = γ−1, since
the action of each element of G is determined by where it moves each element
of B. (In fact (i) is a celebrated result of Babai, Cameron and Pálfy [BCP].)



ON FINITELY GENERATED PROFINITE GROUPS, I 197

It also implies (ii) for the case of a primitive action. To see this, let
x ∈ G \ GΩ, let ω ∈ Ω and put X = {y ∈ G | ωxy 
= ω}. Then

Xg1 ∪ . . . ∪ Xgγ = G

where B = {ωg1, . . . , ωgγ}, so |X| ≥ γ−1 |G|. Therefore Ω \ fixΩ(x) = {ωy−1 |
y ∈ X} has cardinality at least γ−1 |G| / |Gω| = γ−1 |Ω|. In this case (ii) follows
with ε = γ−1 and G0(Ω) = GΩ.

The general case of (ii) follows on taking G0(Ω) to be the kernel of the
induced action on a minimal system of imprimitivity.

Statement (iii) for a primitive FpG-module V is Theorem 5.3 of [GSS],
with G0(V ) = CG(V ). When V is imprimitive, take G0(V ) to be the kernel of
the permutation action of G on a minimal system of imprimitivity in V, and
apply (ii). (A better bound for γ(c) is given in [LS1, Th. 1.4].)

The proof now proceeds as in the preceding subsection, simply omitting
the function Ψ. The Key Observation is replaced by

Key Observation (C). Let k = k′(d, c). For each i = 1, 2, 3, the image
in (G/K)(m) of the m-tuple gi has the (k, ε) fixed-space property and the (k, ε)
fixed-point property.

To see this, recall (17), which asserts that the gijK (j = 1, . . . , m) gener-
ate G/K. Lemma 4.8(ii) then implies that for any transitive G/K-set of size
n ≥ 2, at least one of the elements gijK must move at least εn points. Since
each gij is conjugate to at least k of the gil this shows that (gi1K, . . . , gimK)
has the (k, ε) fixed-point property. The (k, ε) fixed-space property follows like-
wise from Lemma 4.8(iii).

Now the Key Observation is applied in conjunction with Propositions 9.2
and 5.1. Both of these only really need the relevant ‘(k, ε)-hypothesis’ to be
satisfied by the image of the m-tuple y in (G/N)(m) (see §5 and §9). As
K ≤ N this means that we may use Key Observation (C) just as we used the
Key Observation in the preceding subsection.

Cases 1, 2. Exactly as before, replacing 1/d by ε where necessary.

Case 3: where N = K is quasi-semisimple. Let S denote the (unique)
nonabelian composition factor of N . Then Lemma 4.8(i) shows that |S : M | ≥
|S|ε for each maximal subgroup M of S, so we have µ(N) ≥ ε. The argument
then proceeds as before, with ε in place of µ(q).

5. The first inequality: lifting generators

In this section, we fix a finite d-generator group G and an acceptable
quasi-minimal normal subgroup N of G. Thus N contains a normal subgroup
Z of G with Z ≤ Frat(G) such that N/Z is a minimal normal subgroup of
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G/Z, and if N/Z is nonabelian then N/Z is not the product of fewer than
three simple groups.

In the latter case, the composition factors of N/Z are all isomorphic to a
simple group S, and we have defined µ(S) to be the supremum of the numbers
τ such that

|S : M | ≥ |S|τ

for every maximal subgroup M of S. We will write µ = min{µ(S), 1
2}.

Fix positive integers k and m and let ε > 0. Recall the

Definition. Let y = (y1, y2, . . . , ym) ∈ G(m).

(i) The m-tuple y has the (k, ε) fixed-point property if in any transitive
permutation action of G on a set of size n ≥ 2, at least k of the elements
yi move at least εn points.

(ii) The m-tuple y has the (k, ε) fixed-space property if for every irreducible
FpG-module V of dimension n ≥ 2, where p is any prime, at least k of
the yi satisfy dimFp

CV (yi) ≤ (1 − ε)n.

We shall prove

Proposition 5.1.Let y1, . . . , ym∈G and assume that G=〈y1, . . . , ym〉N.
Put

N (y) =
{
a ∈ N (m) | 〈ya1

1 , . . . , yam
m 〉 
= G

}
.

Let ε ∈ (0, 1
2 ].

(i) Suppose that N is soluble and that y has the (k, ε) fixed-space property.
Then

|N (y)| ≤ |N |m |N/Z|d−kε .

(ii) There exists an absolute constant C0 such that if N is quasi-semisimple
and y has the (k, ε) fixed-point property, where kε ≥ max{2d + 4, 2C0 + 2},
then

|N (y)| < |N |m and

|N (y)| ≤ |N |m |N/Z|1−s

where

s = min{µ(kε/2 − d − 1), µ(kε/2 − C0)}.

In fact, in (i) the fixed-space property of y will only be applied to the
action of G on the elementary abelian group N/Z, and in (ii) the fixed-point
property of y will only be applied to the permutation action of G on the simple
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factors of N/Z; so in both cases it would be enough to assume that the relevant
property is possessed by the image of y in (G/N)(m). (This is used in the proof
of Key Theorem (C).)

For a ∈ N (m) write

Y (a) = 〈ya1
1 , . . . , yam

m 〉 ,

so that N (y) = {a ∈ N (m) | Y (a) 
= G}. Since Z ≤ Frat(G) we have

Y (a) 
= G ⇐⇒ Y (a)Z 
= G,

and so N (y) is the union of a certain number r, say, of cosets of Z(m). If
we show that r ≤ |N/Z|m−t it will follow that |N (y)| ≤ |Z|m |N/Z|m−t =
|N |m |N/Z|−t. Thus we may replace G by G/Z and so assume henceforth that
Z = 1.

We now proceed with the proof. If N is soluble then it is a simple
FpG-module for some prime p, and so in case (i) at least k of the yi sat-
isfy dim CN (yi) ≤ (1 − ε)n where n = dimN . If N is not soluble then
N = S1 × · · · × Sn where n ≥ 3 and G permutes the set Ω = {S1, . . . , Sn}
transitively by conjugation; so in case (ii) at least k of the yi move at least εn

of the factors Sj ; for each such i we have |CN (yi)| ≤ |N |1−ε/2 (cf. Lemma 5.5
below). Thus in either case, we may relabel the yi so that

|CN (yi)| ≤ |N |1−ε for 1 ≤ i ≤ k(22)

where

ε =


ε (N soluble)

ε/2 (N insoluble)
.

Now if a ∈ N (y) then Y (a) ≤ M for some maximal subgroup M of G

with NM = G. Write

v(M ; y) = |{a ∈ N | ya ∈ M}|

and

v(M) =
m∏

i=1

v(M ; yi).

Then v(M) is just the number of a such that Y (a) ≤ M , so

|N (y)| ≤
∑

M∈M
v(M)(23)

where M denotes the set of maximal subgroups of G which supplement N .
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Lemma 5.2. Let M ∈ M, y ∈ G and put D = M ∩ N . Then

v(M ; y) = |CN (y)| ·
∣∣∣[yb, N ] ∩ D

∣∣∣
for every b ∈ N such that yb ∈ M , and v(M ; y) = 0 if there is no such b.

Proof. If no conjugate of y lies in M then v(M ; y) = 0. Otherwise, yb ∈ M

for some b ∈ N ; given any such b, for a ∈ N we have

ya ∈ M ⇐⇒ [yb, b−1a] ∈ M ∩ [yb, N ] = [yb, N ] ∩ D.

The lemma follows since the fibres of the mapping a �→ [yb, b−1a] are cosets of
CN (y).

Let M0 denote the set of all M ∈ M such that M ∩ N = 1.

Lemma 5.3. (i)

|M0| ≤ |N |d .

(ii) If M ∈ M0 then

v(M) ≤ |N |m−kε .

Proof. (i) follows from the well-known fact that the complements to N in
G, if there are any, correspond bijectively to derivations from G/N to N , and
the fact that G can be generated by d elements.

(ii) Since N ∩ M = 1, Lemma 5.2 and (22) give

v(M) =
m∏

j=1

v(M ; yj) ≤ |N |k(1−ε) · |N |m−k = |N |m−kε .

Part (i) of the proposition now follows: for when N is abelian we have
M = M0 and so

|N (y)| ≤ |N |d · |N |m−kε

as required.
We assume henceforth that N is nonabelian; thus

N = S1 × · · · × Sn

where n ≥ 3 and the Si are isomorphic simple groups. The conjugation action
of G permutes the factors Si transitively, and we write

Sg
i = Siσ(g)

where σ(g) ∈ Sym(n).
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For a natural number e put

M(e) = {M ∈ M | |G : M | = e} .

Thus M(|N |) = M0, and M(e) is nonempty only when e ≥ 2 and e is a divisor
of |N | .

Lemma 5.4. There is an absolute constant C such that

|M(e)| ≤ eC

for every proper divisor e of |N |.

Proof. Let M ∈ M(e) and put D = M ∩ N . Since |N : D| = |G : M | = e

we have 1 < D < N , so D is not normal in G. As D � M it follows that
M ≥ CG(N). It is now clear that CG(N) is the core of M , that is, the biggest
normal subgroup of G contained in M .

Thus M �→ M/CG(N) maps M(e) bijectively onto the set of core-free
maximal subgroups in G/CG(N) that supplement but do not complement
NCG(N)/CG(N) and have index e. It is proved by Mann and Shalev in [MS]
that the cardinality of this set is bounded by eC where C is an absolute con-
stant: see the first part of the proof of [MS, Cor. 2].

Lemma 5.5. Let V = A1×· · ·×At where t ≥ 2 and the Ai are isomorphic
finite groups. Let g be an automorphism of V that permutes the subgroups Ai

and moves at least εt of them.

(i) Let U = B1 × · · · × Bt where Bi < Ai and |Bi| = |B1| for each i.
Suppose that Ug = U . Then

|CV (g)| · |[g, V ] ∩ U | ≤ |V | · |V : U |−ε/2 .

(ii) Let ∆ ∼= A1 be a diagonal subgroup of V . Suppose that ∆g = ∆ and
that t ≥ 3. Then

|CV (g)| · |[g, V ] ∩ ∆| ≤ |V | · |V : ∆|−ε/2 .

Proof. Write A = A1, B = B1. Consider a typical cycle for the permuta-
tion action of g, say C = (A1, . . . , Al), and put VC = A1 × · · · × Al. Note that
for 1 ≤ i ≤ l we have

Bi = U ∩ Agi−1

1 = (U ∩ A1)gi−1
= Bgi−1

1 .

A typical element of VC takes the form

v = a1 · ag
2 · . . . · a

gl−1

l

where ai ∈ A1 for each i. Then

[g, v] = a−gl

l a1 · (a−1
1 a2)g · . . . · (a−1

l−1al)gl−1
(24)



202 NIKOLAY NIKOLOV AND DAN SEGAL

so [g, v] ∈ U if and only if

a−1
i ai+1 ∈ B1 (1 ≤ i ≤ l − 1)

θ(al)−1a1 ∈ B1

where θ denotes the automorphism induced on A1 by gl. Hence putting

X = {v ∈ VC | [g, v] ∈ U}
Y =

{
y ∈ A1 | θ(y)−1y ∈ B1

}
,

we obtain a bijection

B
(l−1)
1 × Y → X

(b1, . . . , bl−1, y) �→ (θ(y)b1) · (θ(y)b2)g · . . . · (θ(y)bl−1)
gl−2 · ygl−1

.

Since the fibres of the map v �→ [g, v] are cosets of CVC(g) it follows that

|[g, VC ] ∩ U | · |CVC(g)| = |X|
= |B1|l−1 |Y | ≤ |B|l−1 |A| .

Now V as a 〈g〉-operator group is the direct product of the VC over all the
cycles, C = C1, . . . , Cp, say. It follows that

|[g, V ] ∩ U | · |CV (g)| =
p∏

i=1

|[g, VCi
] ∩ U | ·

∣∣CVCi
(g)

∣∣
≤

p∏
i=1

(
|B|li−1 |A|

)
= |A|t |A : B|p−t

where li is the length of Ci. Since at most (1 − ε)t of the li are equal to 1 we
have p − t ≤ −εt/2. Hence

|[g, V ] ∩ U | · |CV (g)| ≤ |A|t |A : B|−εt/2 = |V | |V : U |−ε/2

and (i) is proved.
Taking U = 1 in (i) we deduce that |CV (g)| ≤ |A|p. Since |∆| = |A| it

follows that

|[g, V ] ∩ ∆| · |CV (g)| ≤ |A|1+p .

Suppose first that li ≥ 2 for each i. Then p ≤ t/2, and as t ≥ 3 we have

1 + p ≤ t − (t − 1)/4.

It follows that |A|1+p ≤ |V | |V : ∆|−1/4, and (ii) follows since ε ≤ 1
2 .

Now suppose that one of the li is equal to 1, say l1 = 1. Then g fixes A1.
Each element of [g, V ]∩∆ is determined by its first component, which belongs
to [g, A1]. Applying part (i) to V ∗ = A2 × · · · × At, with each Bi = 1, we
deduce as above that |CV ∗(g)| ≤ |A|p−1 and hence that

|CV (g)| = |CA1(g)| |CV ∗(g)| ≤ |CA1(g)| |A|p−1 .
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It follows that

|[g, V ] ∩ ∆| · |CV (g)| ≤ |[g, A1]| |CA1(g)| |A|p−1 = |A|p .

As p−t ≤ −εt/2 < −ε(t−1)/2 we have |A|p < |V | |V : ∆|−ε/2, again giving (ii).

Now fix e with 2 ≤ e < |N | and consider M ∈ M(e). Put D = M ∩ N

and let Ri denote the projection of D into Si. It is easy to see that if g ∈ M

then Rg
i = Riσ(g) for each i, so the group R̃ = R1 × · · · × Rn is normalized

by M .
Say M is of type 1 if R̃M 
= G. In this case D = R̃. Put t = n, Ai = Si

and Bi = Ri. Note that

e = |N : D| = |S1 : R1|n ≥ |S1|µn = |N |µ .

Now suppose that R̃M = G. Then R̃ = N and D is a subdirect product
in N = S1 × · · · × Sn. In this case, we can re-label the Si so that

D = B1 × · · · × Bt′

where t′ | n and for each i, Bi is a diagonal subgroup of Sr(i−1)+1×· · ·×Sr(i−1)+r

with r = n/t′ ≥ 2 ([Cm, Exercise 4.3]). If t′ ≥ 2, say M is of type 2, and put
t = t′, Ai = Sr(i−1)+1 × · · · × Sr(i−1)+r.

If t′ = 1, say M is of type 3, put t = n, take Ai = Si for each i and put
∆ = D.

Again, we have

e = |N : D| = |S1|n−t′ = |N |1−r−1 ≥ |N |1/2 ≥ |N |µ .

In each case, the action of M permutes the Ai transitively. Since G = NM

it follows that G also permutes the Ai transitively. Writing J to denote the set
of subscripts l ≤ m such that yl moves at least εt of the Ai, we have |J | ≥ k

by the (k, ε) fixed-point property of y.
Now let l ∈ J . According to Lemma 5.2, if no N -conjugate of yl lies in

M then v(M ; yl) = 0; while if yb
l ∈ M where b ∈ N then

v(M ; yl) = |CN (yl)| ·
∣∣∣[yb

l , N ] ∩ M
∣∣∣ .

Put g = yb
l . Then g also moves at least εt of the Ai. Putting V = N , and

U = D when M is of types 1 or 2, we may apply Lemma 5.5 to deduce that

|CN (g)| · |[g, N ] ∩ D| ≤ |N | · |N : D|−ε/2

= e−ε/2 |N | .

As |CN (g)| = |CN (yl)| this shows that

v(M ; yl) ≤ e−ε/2 |N | .
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Hence

v(M) =
m∏

i=1

v(M ; yi) ≤
(
e−ε/2 |N |

)|J |
· |N |m−|J | ≤ e−kε/2 |N |m .

This holds for each M ∈ M(e). With Lemmas 5.3 and 5.4 it gives

|N (y)| ≤
∑

M∈M
v(M)

≤ |N |m+d−kε/2 +
∑

e

eC−kε/2 |N |m ,

where e ranges over integers lying between |N |µ and |N | /2.

We can now deduce part (ii) of Proposition 5.1. Take C0 = C + 1, and
assume that

kε ≥ max{2d + 4, 2C0 + 2}.
Put t = min{kε/2−d, kε/2−C}, write ν = |N | and let ζ denote the Riemann
zeta function. Then t ≥ 2, so

|N |−m |N (y)| ≤
∑
e≥2

e−t ≤ ζ(2) − 1 < 1.

This establishes the first claim. For the second, observe that ζ(t) < 2 < ν, and
so

|N |−m |N (y)| ≤
∑
e≥νµ

e−t ≤ ζ(t)ν−µ(t−1) ≤ ν1−s

where

s = µ(t − 1) = min {µ(kε/2 − d − 1), µ (kε/2 − C0)} .

6. Exterior squares and quadratic maps

In the following section we are going to prove Proposition 7.1. This con-
cerns the solution of certain equations in a soluble quasi-minimal normal sub-
group N of a finite group G. When N is abelian (‘Case 1’) the result is very
easy. When N is nonabelian, the problem comes down to studying the fibres
over N ′ = [N, N ] of certain mappings φi from (N/Z)(m) into N (induced by
commutation with certain elements of G); here Z = CN (G), N/Z is a simple
FpG-module for some prime p, and N ′ is an Fp-module contained in Z. If
|N ′| = 2 (‘Case 2’) it turns out that the restriction of each φi to φ−1

i (N ′) = Vi

is a quadratic form over F2, and the required result follows from some elemen-
tary number theory over F2. The hardest case (‘Case 3’) is when |N ′| > 2.
The mappings φi|Vi

are still quadratic polynomial mappings over Fp, but we
may no longer suppose that their co-domain N ′ is one-dimensional over Fp,
and higher-dimensional algebraic geometry does not deliver the result.
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To get round this difficulty, we would like to think of N ′ as a one-dimensional
space over a larger field. Such a structure does not arise naturally, in general;
however, N ′ is an epimorphic image of the exterior square of N/Z, and it
was shown in [Sg] that the latter does naturally have the structure of a one-
dimensional space over a certain field. This is the key to the main result of
this section, Proposition 6.2, which in turn will serve to complete Case 3 of
the proof of Proposition 7.1.

When p is odd, everything needed for the proof essentially appears in [Sg];
but the proof given in that paper for the ‘even’ case depends crucially on a
global solubility assumption, not available to us here, and a new approach is
required. In fact we shall deal in a uniform way with the ‘odd’ and ‘even’
cases, by strengthening the method used for the ‘odd’ part in [Sg] (and the
very tricky material of Sections 8 and 9 of [Sg] may now be consigned to a
historical footnote).

We need to recall some material from [Sg, §4]. Let G be a group (assumed
finite in [Sg], but this is not necessary) and R = ZG the group ring. Let M be
a finite simple right R-module, so that M is an FpG-module for some prime p.
We may consider M as an R-bimodule via

gu = ug−1 (u ∈ M, g ∈ G),

and so define M ⊗R M and the exterior square

∧2
RM ∼=

(
∧2

Fp
M

)
/

(
∧2

Fp
M

)
(G − 1)

(where G acts diagonally on ∧2
Fp

M). We fix a generator c for M and put

I = annR(c)

S0 = {r ∈ R | rI ⊆ I} .

The ring S0/I may be identified with the finite field EndR(M) via s + I �→ ŝ

where

ŝ(cr) = csr (s ∈ S0, r ∈ R).

Suppose now that M admits a nonzero G-invariant alternating Fp-bilinear
form. According to Proposition 4.4 of [Sg], there exists a subfield k = S/I ⊆
S0/I such that for each s ∈ S, a, b ∈ M,

ŝa ⊗ b = a ⊗ ŝb

holds in M ⊗R M , and such that the induced action of k on ∧2
RM makes ∧2

RM

into a 1-dimensional vector space over k. Moreover, dimk(M) ≥ 2, and the
mapping

(a, b) �→ a ∧ b

from M × M to ∧2
RM is k-bilinear.



206 NIKOLAY NIKOLOV AND DAN SEGAL

We shall consider M and ∧2
RM as left S-modules via S → k.

Now assume that we are given a group G and a normal subgroup B such
that G/B = G. Let A/B be a minimal normal subgroup of G such that
A/B = M as a G-module via conjugation. Assume also that

[B, A] = [A′, G] = 1,∣∣A′ : A′ ∩ [B, G]
∣∣ > 2

and that the mapping aB ∧ bB �→ [a, b] (a, b ∈ A) induces an isomorphism

∧2
RM → A′.(25)

These hypotheses imply that M does admit a nonzero G-invariant alter-
nating Fp-bilinear form: there exists an epimorphism θ : A′ → Fp and then
(aB, bB) �→ θ([a, b]) is such a form. We may therefore identify A′ with the one-
dimensional k-space ∧2

RM via (25), and will use additive and multiplicative
notation interchangeably for the group operation there. Note that

|k| =
∣∣A′∣∣ > 2,

|M | = |k|dimk M ≥
∣∣A′∣∣2 .

Fix c ∈ A such that cB = c, the chosen generator of M . Suppose that G can
be generated by d elements.

Proposition 6.1. Let x1, . . . , xm ∈ G satisfy B 〈x1, . . . , xm〉 = G. Then
there exist (a) a k-subspace U of M (m), (b) a k-quadratic map Φ : U → A′,
and (c) for each z = (z1, . . . , zm) ∈ A(m), a k-linear map αz : U → A′ such
that

(i) dimkU ≥ (m − d)dimkM,

(ii) for each u ∈ U there exist a1, . . . , am ∈ A with (a1B, . . . , amB) = u such
that

Φ(u) + αz(u) =

 m∏
j=1

[zjaj , xj ]

 ·

 m∏
j=1

[zj , xj ]

−1

.

Moreover α(1,... ,1) = α is surjective.

Before proving this let us deduce its primary application:

Proposition 6.2. Let ∗ : G → G∗ be an epimorphism with ker(∗) ≤ B

and [B∗, G∗] = 1. For i = 1, 2, 3 let xi1, . . . , xim ∈ G∗ satisfy B∗ 〈xi1, . . . , xim〉
= G∗, and define

φi : A∗(m) → A∗
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by

φi(a1, . . . , am) =
m∏

j=1

[aj , xij ].

Then for each κ ∈ (A∗)′ there exist κ1, κ2, κ3 ∈ A∗ such that

κ1κ2κ3 = κ(26)

and

φ−1
i (κi) contains at least |M |m−d−1 cosets of B∗(m) (i = 1, 2, 3),(27)

provided in case p = 2 that A∗ = [A∗, G∗] and (A∗)2 = (A∗)′.

Proof. Let x̃ij denote a preimage in G of xij ∈ G∗, and let Φi, αi : Ui → A′

be the mappings corresponding to (x̃i1, . . . , x̃im) provided in Proposition 6.1.
Let κ̃ ∈ A′ be a preimage of κ. Write Φi +αi = fi. Note that fi is not the zero
map, because αi is surjective and |k| > 2, which implies that a nonzero map
cannot be both linear and quadratic over k; and that for each u ∈ Ui there
exist a1, . . . , am ∈ A such that u = (a1B, . . . , amB) and

fi(u)∗ = φi(a∗1, . . . , a∗m).(28)

Since [B∗, G∗] = 1, this then holds for every m-tuple (a1, . . . , am) with
(a1B, . . . , amB) = u. Similarly, if z = (z1, . . . , zm) ∈ A(m), the αz

i are as
given in Proposition 6.1 and fz

i = Φi + αz
i , then

fz
i (u)∗ = φi(z∗1a

∗
1, . . . , z∗ma∗m)φi(z∗1 , . . . , z∗m)−1(29)

whenever (a1B, . . . , amB) = u.

Case 1: where p 
= 2. First we pick κ3. The fibres of the map f3 : U3 → A′

have average size at least |U3| / |A′| > |M |m−d−1, so there exists κ̃3 ∈ A′ with∣∣f−1
3 (κ̃3)

∣∣ > |M |m−d−1. Now put κ3 = κ̃∗
3. Then (28) implies that φ−1

3 (κ3)
contains at least |M |m−d−1 cosets of B∗(m).

Next, let κ̃4 be a preimage of κκ−1
3 . According to Lemma 5.1 of [Sg] there

exist elements κ̃1, κ̃2 ∈ A′ such that κ̃1 + κ̃2 = κ̃4 and∣∣f−1
i (κ̃i)

∣∣ ≥ |k|dimkUi−2

≥ |M |m−d |k|−2 ≥ |M |m−d−1 (i = 1, 2).(30)

Now put κi = κ̃∗
i for i = 1, 2. Then κ1κ2κ3 = κ, and (27) for i = 1, 2 follows

from (28) and (30).

Case 2: where p = 2. According to Lemma 5.2 of [Sg], fi(Ui) = Pi, say, is
a subgroup of index at most 2 in A′ for each i, and (30) holds for each κ̃i ∈ Pi.
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Subcase 2.1: Pt 
= Pl for some pair t, l. Then P1 + P2 + P3 = A′ so there
exist κ̃i = fi(ui) ∈ Pi such that κ̃1 + κ̃2 + κ̃3 = κ̃. Then both (26) and (27)
hold with κi = κ̃∗

i , as in Case 1.

Subcase 2.2: P1 = P2 = P3 = P say, with |A′ : P | ≤ 2. According to the
extra hypotheses in Case 2, there exists a ∈ A∗ such that a2 ≡ κ (modP ∗),
and there exist vi ∈ A∗(m) such that φi(vi) ≡ a (modA∗′) (because A∗/A∗′ is a
perfect G∗/B∗-module and xi1, . . . , xim generate G∗ modulo B∗). By the pi-
geonhole principle, there exist t < l such that a−1φt(vt) ≡ a−1φl(vl) (modP ∗);
as A∗′ has exponent 2 we then have

φt(vt)φl(vl) ≡ a2 ≡ κ (modP ∗).

Now put

κt = φt(vt), κl = φl(vl),

κj = (φt(vt)φl(vl))
−1 κ

where {t, l, j} = {1, 2, 3}. Then

κj ∈ P ∗ = fj(Uj)∗ ⊆ φj(A∗(m)),

and κ1κ2κ3 = κ since P ∗ is central.
To establish (27), it now suffices to show that for each i and each v ∈

A∗(m), the fibre φ−1
i (φi(v)) contains at least |M |m−d−1 cosets of B∗m. Say

v = (z∗1 , . . . , z∗m). Then for each u ∈ (fz
i )−1(0) we have

φi(z∗1a
∗
1, . . . , z∗ma∗m) = φi(v)

whenever (a1B, . . . , amB) = u, by (29). Our claim now follows from (30) with
fz

i in place of fi and 0 for κ̃i.

We turn now to the proof of Proposition 6.1. For a ∈ A and g ∈ G we
shall write

g = gB ∈ G/B = G,

a = aB ∈ A/B = M,

ã = aA′ ∈ A/A′ = Ã.

Since [B, A] = [A′, G] = 1, for a, d ∈ A and g ∈ G we may set

[a, d] = [a, d],

[ã, g] = [a, g],

ag = ag, [a, g] = [a, g].

Lemma 6.3. Let g1, . . . , gn ∈ G, ε1, . . . , , εn ∈ {1, −1} satisfy
n∑

j=1

εjgj = 0
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in the group ring R = ZG. For a ∈ A let

ψ(a) =
n∏

j=1

aεjgj .

Then there exist hi, ki ∈ {g1, . . . , gn} (i = 1, . . . , l) such that for each a ∈ A

ψ(a) =
l∏

i=1

[ahi , aki ].

Proof. The hypothesis implies that n = 2t is even and that the sequence
(ε1g1, . . . , εngn) = S is some re-arrangement of (y1,−y1, . . . , yt,−yt) = S ′

where each yi is one of the gj . Since A′ is central in A, it follows that for each
a ∈ A we have

ψ(a) =
t∏

i=1

ayia−yi · x(a) = x(a)

where x(a) is the product of certain factors of the form [aεigi , aεjgj ], namely
those for which i < j while εigi is moved to the right of εjgj when S is re-
arranged to S ′. The result follows since

[aεigi , aεjgj ] =


[agi , agj ] (εiεj = 1)

[agj , agi ] (εiεj = −1).

Corollary 6.4. In the notation of Lemma 6.3, if aB = cµ with µ ∈ S

then ψ(a) = µ2ψ(c).

Now fix x1, . . . , xm ∈ G with 〈x1, . . . , xm〉 = G. Define mappings

f : Rm → A

r �→
m∏

i=1

[c̃ri, xi],

and

B : Rm × Rm → A′

(r, s) �→
m∏

i=1

[[c̃ri, xi], c̃si] ·
∏

1≤i<j≤m

[[c̃ri, xi], [c̃sj , xj ]]

and

Ξ : Rm → R(G − 1)

r �→
m∑

i=1

ri(xi − 1).

(Here, r = (r1, . . . , rm) etc.)
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The following observations are more or less immediate; note that identi-
fying A′ with ∧2

RM we can equally well write

B(r, s) =
∑

i

cri(xi − 1) ∧ csi +
∑
i<j

cri(xi − 1) ∧ csj(xj − 1),

and that

f̃(r) = c̃Ξ(r)

for each r ∈ Rm.

Lemma 6.5. (i)

f(r + s) = f(r) · f(s) · B(r, s).

(ii) B is S-bilinear and B(Rm, I(m)) = B(I(m), Rm) = 0.

(iii) Ξ is a left R-module epimorphism.

Now since A = B
〈
cG

〉
and A′ 
= 1 there exists d ∈ A such that [c, d] 
= 1.

We fix such a d.

Lemma 6.6. If s ∈ S and s(d − 1) = 0 in R then s ∈ I.

Proof. Say s =
∑n

j=1 εjgj . Then
∑n

j=1 εjgj −
∑n

j=1 εjgjd = 0, and Corol-
lary 6.4 applies to the mapping ψ given by

ψ(a) = [ãs, d] (a ∈ A).

Hence if ã = c̃µ, where µ ∈ S, then

ψ(a) = µ2ψ(c) = µ2[c̃s, d] = µ2s[c, d].

On the other hand, we also have

ψ(a) = [ãs, d] = [c̃µs, d] = µs[c, d].

Since |k| > 2 we may choose µ ∈ S so that µ − µ2 
≡ 0 (mod I), and deduce
that s[c, d] = 0. The result follows since I is the annihilator of each nonzero
element in A′.

Put

V = Ξ−1(S(d − 1)).

Thus V is a left S-submodule of Rm, and Ξ maps V onto S(d− 1). Moreover,

f(V ) ⊆ A′,

since if Ξ(v) = s(d − 1) then

f̃(v) = c̃s(d − 1) = 0.
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In view of Lemma 6.6, there is a well-defined mapping

α : V → A′

such that

α(v) = [c̃s, d] = s[c, d]

when Ξ(v) = s(d − 1), s ∈ S. Evidently α is a left S-module epimorphism.
Define

Φ : V → A′

by

Φ(v) = f(v) − α(v).

Lemma 6.7. For each v ∈ V and µ ∈ S,

Φ(µv) = µ2Φ(v).

Proof. Say v = (r1, . . . , rm) ∈ V and Ξ(v) = s(d − 1) with s ∈ S. For
a ∈ A put

ψ(a) =
m∏

i=1

[ãri, xi] · [ãs, d]−1.

Since
∑

ri(xi − 1) − s(d − 1) = 0, we may apply Corollary 6.4 to deduce that
if ã = c̃λ where λ ∈ S then ψ(a) = λ2ψ(c). But

m∏
i=1

[ãri, xi] =
m∏

i=1

[c̃λri, xi] = f(λv)

and

[ãs, d] = [c̃λs, d] = α(λv),

so ψ(a) = Φ(λv). Thus in particular Φ(v) = ψ(c) and Φ(µv) = ψ(a) where
ã = c̃µ, and the lemma follows.

For w ∈ Rm and v ∈ V put

αw(v) = α(v) + B(w, v).

Then αw : V → A′ is a left S-module homomorphism, and Lemma 6.5 shows
that

Φ(v) + αw(v) = f(v) + B(w, v)

= f(w + v)f(w)−1

for each v ∈ V .
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It follows from Lemma 6.5 that for u, v ∈ V,

Φ(u + v) = Φ(u) + Φ(v) + B(u, v).

With Lemma 6.7 this implies that Φ factors through V → V/IV , and that
the mapping Φ : V/IV → A′ induced by Φ is quadratic as a map of k-vector
spaces; similarly, αw factors through V → V/IV and induces a k-linear map
αw : V/IV → A′.

Lemma 6.8. Each of the maps Φ and αw factors through

V → (V + I(m))/I(m),

and B factors through Rm × Rm → Rm/I(m) × Rm/I(m).

Proof. The claim regarding B is immediate from Lemma 6.5(ii). For the
rest, we separate two cases.

Case 1: p 
= 2. Let v ∈ V . Then

4Φ(v) = Φ(2v) = 2Φ(v) + B(v, v)

and so Φ(v) = 1
2B(v, v) which depends only on the coset of v modulo I(m). In

particular, Φ(I(m) ∩ V ) = 0, so f(I(m) ∩ V ) = α(I(m) ∩ V ) is a k-subspace of
A′. But if s ∈ I(m) ∩ V then

f(s) =
∏

[c̃si, xi] ∈ [B, G] ∩ A′.

As [B, G] ∩A′ < A′ and A′ is a 1-dimensional k-space it follows that α(I(m) ∩
V ) = f(I(m) ∩ V ) = 0. Since B(w, I(m)) = 0 we also have αw(I(m) ∩ V ) = 0.

Thus both Φ and αw factor through V → (V + I(m))/I(m).

Case 2: p = 2. Consider the k-vector space W = (I(m) ∩ V )/IV , and
write

f =
(
Φ + α

)
|W : W → A′.

Suppose that f(W ) 
= {0}. According to Lemma 5.2 of [Sg], f(W ) is then an
additive subgroup of index at most 2 in A′. However, f(W ) = f(I(m) ∩ V ) ⊆
[B, G] ∩ A′, as observed above, so |A′ : [B, G] ∩ A′| ≤ 2. This contradicts our
original hypothesis; it follows that

f(I(m) ∩ V ) = f(W ) = {0}
and hence that α|W = Φ|W . Since α is linear, Φ is quadratic and |k| > 2 it
follows that α|W = Φ|W = 0.

Hence α(I(m) ∩ V ) = Φ(I(m) ∩ V ) = 0, and the proof is now completed as
in Case 1.

Lemma 6.9. dimk((V + I(m))/I(m)) ≥ (m − d) dimk(M).
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Proof. Put h = dimk(M). Then R/I is generated as a left S-module by
h elements, one of which may be taken to be 1R; as I ⊆ S it follows that R is
an h-generator left S-module. Since R(G − 1) is a d-generator left R-module,
it is a dh-generator left S-module. As V ⊇ ker Ξ it follows that Rm/V is a
dh-generator left S-module, and hence that Rm/(V + I(m)) is a k-vector space
of dimension at most dh. On the other hand, Rm/I(m) ∼= M (m) is a k-vector
space of dimension mh. The lemma follows since

dimk((V + I(m))/I(m)) = dimk(Rm/I(m)) − dimk(Rm/(V + I(m))).

We can now complete the proof of Proposition 6.1. Fix z ∈ A(m). Since
Ã = B̃ + c̃R we can write z̃i = b̃i + c̃ti with bi ∈ B and ti ∈ R. Now set

w = (t1, . . . , tm) ∈ Rm.

The map

(r1, . . . , rm) �→ (cr1, . . . , crm)

induces a left S-module isomorphism θ : Rm/I(m) → M (m). Put

U = θ((V + I(m))/I(m)) ≤ M (m).

Then U is a k-subspace of M (m) and Lemma 6.9 shows that dimkU ≥
(m− d)dimkM . According to Lemma 6.8, the maps Φ and αw induce maps Φ̃
and α̃w from (V + I(m))/I(m) to A′. Then

Φ0 = Φ̃ ◦ θ−1 : U → A′

is quadratic over k and

αw
0 = α̃w ◦ θ−1 : U → A′

is linear over k; also α0
0 is surjective; these all follow from the corresponding

properties of Φ, αw : V/IV → A′ established above.
Let u = θ(r) ∈ U , and let ai ∈ A be such that ãi = c̃ri. Then (a1B, . . . , amB)

= u. Now
m∏

i=1

[ziai, xi] =
m∏

i=1

[̃bi + c̃(ti + ri), xi]

=
m∏

i=1

[c̃(ti + ri), xi] ·
m∏

i=1

[̃bi, xi](31)

since [B, A] = 1, and similarly
m∏

i=1

[zi, xi] =
m∏

i=1

[c̃ti, xi] ·
m∏

i=1

[̃bi, xi].(32)
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On the other hand,

Φ0(u) + αw
0 (u) = Φ(r) + αw(r)

= f(t + r)f(t)−1

=
m∏

i=1

[c̃(ti + ri), xi] ·
(

m∏
i=1

[c̃ti, xi]

)−1

.

With (31) and (32) this shows that

Φ0(u) + αw
0 (u) =

(
m∏

i=1

[ziai, xi]

)
·
(

m∏
i=1

[zi, xi]

)−1

.

This is precisely claim (ii) of Proposition 6.1, if we write Φ for Φ0 and αz for
αw

0 . In the special case z = (1, . . . , 1) we can take t = 0 to ensure that αw
0 is

surjective. This completes the proof.

7. The second inequality, soluble case

We are now ready to establish one of the main steps in the proof of the
Key Theorem, concerning the case where N is a soluble quasi-minimal normal
subgroup of G. The following notation and hypotheses are in force throughout
this section.

G is a finite d-generator group, N is a soluble quasi-minimal normal sub-
group of G, Z = ZN is the maximal normal subgroup of G properly contained
in N , and we write M = N/Z. We assume in addition that [Z, G] = 1.

Recall (Lemma 4.2) that M is a simple FpG-module for some prime p and
that [N, G] = N ,

Np = 1 if p 
= 2,

N2 = N ′ and N ′2 = 1 if p = 2.

Note that if N ′ 
= 1 then N/Z cannot be cyclic and so |M | ≥ p2.
Set

K =


N if N ′ = 1

N ′ if N ′ > 1.

For i = 1, 2, 3 let xi1, . . . , xim satisfy K 〈xi1, . . . , xim〉 = G. Define

φi : N (m) → N,

(a1, . . . , am) �→
m∏

j=1

[aj , xij ].
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Proposition 7.1. Let κ ∈ K. Then there exist κ1, κ2, κ3 ∈ N such that

κ1κ2κ3 = κ

and for i = 1, 2, 3 ∣∣φ−1
i (κi)

∣∣ ≥ |N |m |M |−d−1 .(33)

Proof. Note that (33) holds if (and only if) φ−1
i (κi) contains at least

|M |m−d−1 cosets of Z(m). We separate cases

Case 1: where N = K is abelian. Write N additively, and suppose
that G = 〈g1, . . . , gd〉. The mapping (a1, . . . , ad) �→

∑
ai(gi − 1) induces an

epimorphism from M (d) to [N, G] = N , so that |N | ≤ |M |d. Similarly, φi

induces an epimorphism φi : M (m) → N . Take κ1 = κ and κ2 = κ3 = 1. Now
φ−1

i (κi) consists of
∣∣∣φ−1

i (κi)
∣∣∣ cosets of Z(m), and the result follows since∣∣∣φ−1

i (κi)
∣∣∣ =

∣∣ker φi

∣∣ = |Mm| / |N | ≥ |M |m−d .

Case 2: where |N ′| = 2, K = N ′. Let φi : M (m) → N and φ̃i : M (m)

→ N/N ′ denote the maps naturally induced by φi. As above, each φ̃i is an
epimorphism, and each fibre of φ̃i has size at least |M |m−d. There exists c ∈ N

with c2 
= 1, and then N ′ = {1, c2}. For each i we now have

φ
−1
i (c) ∪ φ

−1
i (c3) = φ̃−1

i (cN ′),

so
∣∣∣φ−1

i (cε(i))
∣∣∣ ≥ 1

2 |M |m−d ≥ |M |m−d−1 where ε(i) is 1 or 3. One of these two
values must occur at least twice as i ranges over {1, 2, 3}; say ε(s) = ε(t) = ε.
Now if κ = c2 put κs = κt = cε, κu = 1 where {1, 2, 3} = {s, t, u}; if κ = 1 put
κ1 = κ2 = κ3 = 1. In either case we then have κ1κ2κ3 = κ (since c6 = c2).

Now φ−1
i (κi) is the union of

∣∣∣φ−1
i (κi)

∣∣∣ cosets of Z(m); so to complete

the proof in this case it remains to show that
∣∣∣φ−1

i (1)
∣∣∣ ≥ |M |m−d−1. Put

V = φ
−1
i (N ′) = ker φ̃i, so that |V | ≥ |M |m−d. We claim that φi|V : V → N ′

is a quadratic form over F2, if N ′ is identified with F2. To see this, define
B : V × V → N ′ by

B(u,v) = φi(u + v) − φi(u) − φi(v);

one readily verifies that if u = (u1Z, . . . , umZ), v = (v1Z, . . . , vmZ) then

B(u,v) =
m∑

j=1

[[uj , xij ], vj ] +
∑
j<l

[[uj , xij ], [vl, xil]],
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and hence that B is bilinear as a map of F2-spaces. This establishes the claim,
which then implies that each fibre of φi|V has size at least

2dimF2 (V )−2 =
1
4
|V | ≥ |M |m−d−1

(cf. Lemma 5.2 of [Sg]). The result follows.

Case 3: where |N ′| > 2, K = N ′. Let F be a free group and π : F → G

an epimorphism. Set A = π−1(N) and B = π−1(Z). Then A is free, and it is
well known that the mapping (a, b) �→ [a, b] induces an isomorphism

θ1 : A/A′ ∧ A/A′ → A′/[A′, A].

Write M1 = A/B. Noting that A′Ap ≤ B, one verifies easily that θ1 induces
an isomorphism

θ2 : M1 ∧ M1 → A′/[B, A].

The group F/B acts by conjugation on A/[B, A]; and θ2 becomes an iso-
morphism of R = Z(F/B)-modules when F/B is made to act diagonally on
A/B ∧ A/B, so θ2 induces an isomorphism

θ3 : ∧2
RM1 =

M1 ∧ M1

[M1 ∧ M1, F ]
→ A′

[A′, F ][B, A]
.

Now let − : F → F/[A′, F ][B, A] denote the quotient map. Since
[N ′, G][Z, N ] ≤ [Z, G] = 1, the map π induces an epimorphism ∗ : F → G.
Evidently

[B,A] = [A′
, F ] = 1,

ker(∗) ≤ B, A
∗ = N, B

∗ = Z,

and ∣∣∣A′ : A
′ ∩ [B,F ]

∣∣∣ ≥ ∣∣N ′∣∣ > 2.

Thus all the hypotheses of Section 6 are satisfied if we take F for G, A

for A and B for B; Proposition 7.1 thus reduces in the present case to an
application of Proposition 6.2, with G taking the role of G∗.

This completes the proof.

8. Word combinatorics

In the next three sections we examine the solution of equations in a direct
product of quasisimple groups. This preparatory section is devoted to some
observations on the shape of abstract group words, generalizing Lemma 1 of
[N2]: these will help us to keep track of the equations as the unknowns are
successively eliminated.
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The material here is rather abstract, and won’t make much sense until it is
applied. However, it seems inevitable, given the nature of our main theorems,
that at some stage we will have to get to grips with the detailed rewriting of
words in a group; by separating off in this section some of the most technical
steps, we hope to make the complicated arguments of the later sections a little
less opaque.

Let Γ be a group and Y a nonempty set. The free Γ-group on Y is the
free group on the alphabet Y Γ = {yg | y ∈ Y, g ∈ Γ}, on which Γ acts by
permuting the basis in the obvious way. We denote it by

FΓ(Y );

it may be identified with the normal closure of the free group F (Y ) in the free
product F (Y ) ∗ Γ.

A subset Z of FΓ(Y ) will be called independent if every map from Z into an
arbitrary Γ-group S can be extended to a Γ-equivariant homomorphism from
F to S (thus for example every subset of Y is independent). The following
‘invariance’ and ‘exchange’ principles are more or less self-evident: (i) if Z is
independent and g(y) ∈ Γ for each y ∈ Z then {yg(y) | y ∈ Z} is independent;
(ii) if Z∪{x} is independent and P, Q ∈

〈
ZΓ

〉
then Z∪{PxQ} is independent.

A family of elements {z1, z2, . . . } is called independent if its terms are all
distinct and form an independent set.

As for notation, we will usually write y for y1 and y−g in place of (yg)−1

(y ∈ Y, g ∈ Γ).
Now we fix two disjoint sets, a set X of variables and a set P of parameters,

and consider the free Γ-group

F = FΓ(X ∪ P ).

Let M denote the the free monoid on the set {y±g | y ∈ X ∪ P, g ∈ Γ}; this
is the set of ‘unreduced’ group words on the alphabet XΓ ∪ PΓ. Let W ⊆ M
denote the free monoid on X ∪ X−1. There is a natural map : M → F

(evaluation), and we define a mapping ̂ : M → W as follows: for U ∈ M,
let Û ∈ W denote the word obtained from U by deleting all terms belonging
to PΓ ∪ P−Γ and replacing each term x±g with x±1 (x ∈ X, g ∈ Γ).

For U, V ∈ M we write

U =F V ⇐⇒ U = V

(the notation U = V for U, V ∈ M will always mean that U and V are identical
as words).

We write

|x| =


x (x ∈ X)

x−1 (x ∈ X−1),
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and for w ∈ W put

sup(w) = {|x| | x occurs in w}.

We call w ∈ W balanced if each element of sup(w) ∪ sup(w)−1 occurs exactly
once in w.

Lemma 8.1. Suppose that w ∈ W is balanced and w 
=F 1. Then

w = Ax−1By−1CxDyE(34)

for some x, y ∈ X ∪ X−1 with |x| 
= |y| and {|x| , |y|} ∩ sup(ABCDE) = ∅.

Proof. The hypotheses imply that w = u1y
−1vyu2 where y ∈ X ∪ X−1

and v 
= ∅. Choose such an expression with v as short as possible. Say x occurs
in v where x ∈ X ∪X−1. Then x−1 must occur in u1 or in u2; in the first case
we have (34), in the second case we get (34) on replacing x by x−1 and then
interchanging x and y. The final claim is clear since w is balanced.

Proposition 8.2. Let V ∈ M. Suppose that V̂ is balanced and V̂ 
=F 1.
Then

V =F Ta,b(ξ, η) · V1

for some a, b ∈ Γ and ξ, η, V1 ∈ M such that (i) the family {ξ, η}∪sup(V̂1)∪P

is independent, and (ii) ignoring exponents from Γ, each term from P ∪ P−1

occurs with the same multiplicity in V1 as it has in V .

Recall that

Ta,b(ξ, η) = ξ−1η−1ξaηb.

Proof. Lemma 8.1 shows that

V̂ = Ax−1By−1CxDyE,

say, for suitable words A, B etc. in W and x, y ∈ X ∪ X−1 with |y| 
= |x|,
{|x| , |y|} ∩ sup(ABCDE) = ∅. It follows that

V = A′x−eB′y−fC ′xeaD′yfbE′

where a, b, e, f ∈ Γ and A′, B′, . . . ∈ M satisfy Â′ = A, B̂′ = B etc. Now put

U1 = A′ab−1
D′b−1

, U2 = Ua−1

1 C ′a−1
,

ξ = U2x
eA′−1,

η = U1y
fB′−1U−1

2 .

A direct calculation shows that

V =F Ta,b(ξ, η) · V1
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where

V1 = A′ab−1a−1bD′b−1a−1bC ′a−1bB′bE′.

Note that V̂1 = ADCBE. The claim (i) follows from the invariance and
exchange principles, and the claim (ii) is clear.

For the next proposition we need some further notation. Fix a mapping
χ : X → {1, . . . , m}, and for each x ∈ X define χ(x−1) = −χ(x). We call χ(x)
the colour of x. For w = y1y2 . . . yk ∈ W (with each yi ∈ X ∪ X−1) define
χ(w) to be the sequence

χ(w) = (χ(y1), . . . , χ(yk)) .

A new sequence τ(w), the colour type of w, is now defined as follows: first,
wherever a segment consisting of consecutive equal negative terms occurs in
χ(w), delete all but one of them (so that a maximal segment (−r,−r, . . . ,−r)
is contracted to −r); then replace each term by its absolute value. For example
(1, 1,−2, 2,−2,−2,−2,−3) �→ (1, 1,−2, 2,−2,−3) �→ (1, 1, 2, 2, 2, 3).

For sequences S and T we write

S ≤ T

to indicate that S is a subsequence of T . Put

Ln = (1, 2, . . . , m, 1, 2, . . . , m, . . . , 1, 2, . . . , m)

with n repetitions of (1, 2, . . . , m).

Lemma 8.3. Let w ∈ W be balanced. Put Y = sup(w), and suppose that
τ(w) ≤ Ln, where 1 ≤ n < |Y |. Then there exist x, y ∈ Y ∪ Y −1 with |y| 
= |x|
such that

w = Ax−1By−1CxDyE(35)

where w0 = ADCBE is balanced and τ(w0) ≤ Ln.

Proof. We claim that w 
=F 1. The proof is by induction on n. Suppose
that w =F 1. Then w = uxx−1v where x ∈ X ∪X−1. Suppose that x ∈ X and
x has colour i. Then τ(w) = (τ(u), i, i, S) where τ(v) is either S or (i, S). In
either case, τ(uv) ≤ (τ(u), i, S) ≤ Ln−1. One sees similarly that τ(uv) ≤ Ln−1

if x ∈ X−1. As uv is balanced and |sup(uv)| = |sup(w)| − 1 > n − 1 the
inductive hypothesis gives uv 
=F 1, a contradiction.

Applying Lemma 8.1 we obtain the expression (35).
It is clear that w0 is again balanced. To establish the final claim, suppose

for example that χ(x) = i > 0 and χ(y) = j > 0. Let A0, B0, C0 be the words
obtained from A, B, C respectively by removing all terms coloured −i from
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the end of A and the beginning of B, and all terms coloured −j from the end
of B and the beginning of C. Unless B0 = ∅ and i = j we then have

τ(w) = (τ(A0), i, τ(B0), j, τ(C0), i, τ(D), j, τ(E)),

τ(w0) ≤ (τ(A0), i, τ(D), j, τ(C0), i, τ(B0), j, τ(E)).

It is easy to see that if the first sequence is a subsequence of Ln, then so is the
second. The other cases are dealt with similarly.

Proposition 8.4. Let V ∈ M and k ∈ N, and put w = V̂ . Suppose (a)
w is balanced and (b) τ(w) ≤ Ln for some n ≥ 1 with

|sup(w)| ≥ n + 2k.

Then there exist Vk, ξ1, η1, . . . , ξk, ηk ∈ M such that
∣∣∣sup(V̂k)

∣∣∣ = |sup(w)|−2k

and

(i) {ξ1, η1, . . . , ξk, ηk} ∪ sup(V̂k) ∪ P is an independent family;

(ii) V =F Ta1,b1(ξ1, η1) · . . . · Tak,bk
(ξk, ηk) · Vk

for some ai, bi ∈ Γ.

Proof. Put Y = sup(w). Lemma 8.3 shows that

w = Ax−1By−1CxDyE,

say, for suitable words A, B, . . . in W and x, y ∈ Y ∪ Y −1 with |y| 
= |x|.
We may now define ξ1 = ξ, η1 = η, a1 = a, b1 = b and V1 as in the proof of
Proposition 8.2 above, to obtain

V =F Ta1,b1(ξ1, η1) · V1,

where V̂1 = ADCBE and the family {ξ1, η1} ∪ sup(V̂1) ∪ P is independent.
Evidently ∣∣∣sup(V̂1)

∣∣∣ = |sup(w)| − 2.

If k = 1 we are done.
Suppose that k > 1. Put w1 = V̂1. According to Lemma 8.3 the word w1

is balanced and satisfies τ(w1) ≤ Ln. Also

|sup(w1)| = |sup(w) \ {|x| , |y|}|
≥ n + 2(k − 1).

Arguing by induction on k, we may therefore suppose that

V1 =F Ta2,b2(ξ2, η2) · . . . · Tak,bk
(ξk, ηk) · Vk

is of the required form, and the result follows.
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9. Equations in semisimple groups, 1: the second inequality

Let N be a quasi-semisimple group with centre Z and let g1, . . . , gm be
automorphisms of N . We assume that N/Z is the direct product of n ≥ 2
simple groups, and that the group generated by g1, . . . , gm permutes these
transitively.

For each i let c(gi) denote the number of cycles in this permutation repre-
sentation of gi. We shall establish the following, where D ∈ N is the absolute
constant appearing in Theorem 1.9:

Proposition 9.1. Suppose that
m∑

i=1

c(gi) ≤ (m − 2)n − 2D.(36)

Then for each κ ∈ N the number of solutions u = (u1, . . . , um) ∈ N (m) to the
equation

κ = [u,g] :=
m∏

i=1

[ui, gi](37)

is at least |N |m|N/Z|−4D.

Before proving this, let us deduce the version used in Section 4 for the
proof of the Key Theorem:

Proposition 9.2. Let G be a finite group and N a quasi-semisimple
quasi-minimal normal subgroup of G, such that N/ZN is not simple. Sup-
pose that G = 〈y1, . . . , ym〉N , and that the m-tuple y has the (k, ε) fixed-point
property where kε ≥ 2D + 4. Define φ : N (m) → N by

φ(a) =
m∏

i=1

[ai, yi].

Then for each κ ∈ N , ∣∣φ−1(κ)
∣∣ ≥ |N |m |N/ZN |−4D .

The various terms used in this statement were introduced in Section 4.
Rather than repeating the definitions wholesale, we recall those consequences
that are relevant here: these may be taken as the hypotheses for Proposi-
tion 9.2.

• The normal subgroup N satisfies N = [N, N ] > ZN = Z(N), and
N/ZN = T1 × · · · × Tn where n ≥ 2 and the Ti are isomorphic simple
groups;
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• The conjugation action of G permutes the set {T1, . . . , Tn} transitively,
and at least k of the yj move at least εn of the Ti.

Proof. Apply Proposition 9.1, taking gi to be the image of yi in Aut(N).
It is only necessary to verify the condition (36). Let |fix(gj)| denote the number
of fixed points of gj in the set {T1, . . . , Tn}. Then

n ≥ |fix(gj)| + 2(c(gj) − |fix(gj)|),

and for at least k values of j we have |fix(gj)| ≤ n − εn. Therefore

2
m∑

i=1

c(gi) ≤
m∑

i=1

(n + |fix(gi)|) ≤ k(2n − εn) + (m − k) · 2n

and (36) follows since kε ≥ 2D + 4 and n ≥ 2.

We proceed to prove Proposition 9.1, and from now on write G =
〈g1, . . . , gm〉. The universal cover of N is a direct product Ñ = S1 × · · · × Sn

where each Si is a quasisimple group of universal type and n ≥ 2. The action
of G on N lifts to an action on Ñ , and G permutes {S1, . . . , Sn} the same way
it permutes the simple factors of N/Z.

Now N = Ñ/A for some A ≤ Z̃ = Z(Ñ). If the proposition holds with
Ñ in place of N , and κ̃ is a preimage of κ, then [ũ,g] = κ̃ holds for at least
|Ñ |m|Ñ/Z̃|−4D values of ũ ∈ Ñ (m). These project to at least

|Ñ |m|Ñ/Z̃|−4D

|A|m = |N |m|N/Z|−4D

solutions u of (37) in N (m). Thus we may, and shall, assume henceforth that
N = Ñ .

We shall write

Sg−1

i = Sgi (g ∈ G, 1 ≤ i ≤ n)

(so that i �→ gi gives the left action of G on {1, . . . , n} corresponding to its
right action on {S1, . . . , Sn}). Since the action is transitive, the groups Si

are all isomorphic; we fix an identification of each Si with a fixed quasisimple
group S. Thus elements of N will be written in the form

x = (x(1), x(2), . . . , x(n))

with each x(i) ∈ S, and the action of G takes the form

xg = (x(g1)g(1), x(g2)g(2), . . . , x(gn)g(n));

here g(i) ∈ Aut(S) is induced by g|S(gi)
: S(gi) → Si (when each Sj is identified

with S).
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For a subset ∆ of {1, . . . , n},

π∆ : N →
∏
i∈∆

Si

will denote the natural projection.
We are going to think of (37) as the equation

κ = x1x2 . . . xm,(38)

to be solved for x1, . . . , xm ∈ N subject to the conditions

xi ∈ [N, gi](39)

for each i. The equation (38) is equivalent to the system of equations F =
(F1, . . . , Fn) :

κ(s) = x1(s)x2(s) . . . xm(s).(Fs)

To analyse the condition (39), let Ωi denote the set of orbits of gi on the set
{1, . . . , n}. Then x ∈ [N, gi] if and only if π∆(x) ∈ [π∆(N), gi] for each orbit
∆ ∈ Ωi. For each such ∆ let k∆ be the first member of ∆ and put n(∆) = |∆|.
Then g

n(∆)
i maps Sk∆ to itself, inducing the automorphism βi(∆) = gn(∆)(k∆)

of S.

We claim that π∆(xi) ∈ [π∆(N), gi] if and only if there exists ui(∆) ∈ S

such that

n(∆)−1∏
j=0

xi(gj
i k∆)gj

i (k∆) = ui(∆)−1ui(∆)βi(∆).(Hi,∆)

Indeed, dropping the subscript i for the moment and putting k = k∆, n =
n(∆), if π∆(x) = [π∆(u), gi] then

x(k) = u(k)−1u(gk)g(k)

x(gk) = u(gk)−1u(g2
k)g(gk)

...

x(gn−1
k) = u(gn−1

k)−1u(gn

k)g(gn−1
k)

(40)

and (Hi,∆) follows with ui(∆) = u(k) (note that

g(gr−1
k) . . . g(gk)g(k) = gr(k)

for each r). Conversely, if (Hi,∆) holds then putting u(k) = ui(∆) we can
solve (40) for u(gk), u(g2

k), . . . , u(gn−1
k) in turn and so determine π∆(u) with

π∆(x) = [π∆(u), gi] = π∆(x). This establishes the claim.
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Put

X = {xi(s) | 1 ≤ i ≤ m, 1 ≤ s ≤ n},
U = {ui(∆) | 1 ≤ i ≤ m, ∆ ∈ Ωi},
K = {κ(1), κ(2), . . . , κ(n)},
P = U ∪ K.

Note that

|U| =
m∑

i=1

|Ωi| =
m∑

i=1

c(gi).

We start by considering these as sets of abstract symbols, and call P the set of
parameters and X the set of variables. Each term xi(s) is assigned the colour i.
We shall apply the results of Section 8, taking Γ = Aut(S) and F = FΓ(X∪P ).

We are going to reduce the system F , subject to the conditions (39), to
a single equation. First of all, for each i and each ∆ ∈ Ωi we solve equation
(Hi,∆) for xi(k∆) and substitute the resulting expression in equation (Fk∆).
That is, replace xi(k∆) by

ui(∆)−1ui(∆)βi(∆) ·

n(∆)−1∏
j=1

xi(gj
i k∆)gj

i (k∆)

−1

.

At this stage, the conditions (39) and all the variables xi(k∆) have been elim-
inated, at the cost of introducing some parameters from U . Call the resulting
system of equations F ′ = (F ′

1, . . . , F ′
n), and let Us be the word on XΓ ∪PΓ on

the right-hand side of F ′
s.

Together, the words Û1, . . . , Ûn contain the variables

xi(s), xi(s)−1 (s 
= k∆ for ∆ ∈ Ωi);

that is,

mn −
m∑

i=1

|Ωi| = mn −
m∑

i=1

c(gi)

matching pairs x, x−1.
Recalling the definition of colour type from the previous section, observe

also that the colour type of each Ûs satisfies

τ(Ûs) ≤ L1 = (1, . . . , m).

Next, we successively reduce the number of equations by a process of
substitution of variables. Suppose that x ∈ X ∪ X−1 occurs in U1 but x−1

does not; then x−1 appears in Ul for some l 
= 1. Solve F ′
l for x and substitute

the resulting expression in U1. We call this a substitution (l → 1). Each such
operation reduces by one both the number of equations in F ′ and the total
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number of variables. We claim now that it is possible to apply n−1 substitutions
and thus reach an equivalent system consisting of the single equation

κ(1) = U,(41)

where U is a certain word on XΓ ∪ PΓ.
To establish the claim, let us call two equations F ′

s, F ′
t linked if they share

a variable from X (which then must appear with positive exponent in one of
them and negative exponent in the other), and let R be the equivalence relation
on F ′ generated by the linked pairs. Now F ′

s and F ′
t are linked precisely when s

and t lie in the same orbit of gi for some i. As G = 〈g1, . . . , gm〉 acts transitively
on {1, . . . , n} it follows that F ′ consists of one equivalence class under R. Now
a substitution (l → 1) eliminates only the variable used to link F ′

l with F ′
1, and

simultaneously eliminates the equation F ′
l ; so the resulting system of equations

F ′′
still consists of a single R-equivalence class. If

∣∣F ′′∣∣ > 1 there exists l′ 
= 1
such that the new equation F

′′

1 is linked to F ′
l′ ∈ F ′′

, and we can perform a
substitution (l′ → 1). Evidently the process may be repeated as long as more
than one equation remains in the system, and the claim is now clear.

Since each substitution eliminates precisely one pair x, x−1 (x ∈ X), the
word Û is balanced and∣∣∣sup(Û)

∣∣∣ = mn −
m∑

i=1

c(gi) − (n − 1) ≥ n + 2D + 1.

Moreover, we claim that τ(Û) ≤ Ln. To see this, suppose that after f − 1
substitutions U1 has been transformed into Vf where τ(V̂f ) ≤ Lf . The next
substitution (l → 1) has one of the following effects on V̂f :

V̂f = A0αx−1βB0 �→ V̂f+1 = A0α · DC · βB0,

V̂f = A0αxβB0 �→ V̂f+1 = A0α · DC · βB0

where τ(αx−1β) ≤ L1 and Ûl = CxD in the first case, τ(αxβ) ≤ L1 and Ûl =
Cx−1D in the second case. Say χ(x) = i. Since τ(Ûl) ≤ L1, in the first case
we have

τ(C) ≤ (1, . . . , i − 1), τ(D) ≤ (i + 1, . . . , m),

τ(α) ≤ (1, . . . , i), τ(β) ≤ (i, . . . , m),

while in the second case

τ(C) ≤ (1, . . . , i), τ(D) ≤ (i, . . . , m),

τ(α) ≤ (1, . . . , i − 1), τ(β) ≤ (i + 1, . . . , m).

In either case, τ(α · DC · β) ≤ L2. Therefore τ(V̂f+1) ≤ Lf+1, and the claim
follows by induction.



226 NIKOLAY NIKOLOV AND DAN SEGAL

We may now apply Proposition 8.4, which shows that

U =F Ta1,b1(x1, y1) · . . . · TaD,bD
(xD, yD) · U0

where ai, bi ∈ Γ and

{x1, y1, . . . , xD, yD} ∪ sup(Û0) ∪ U ∪ K(42)

is an independent family. Moreover, | sup(Û0)| = | sup(Û)| − 2D, and so,
putting X0 = sup(Û0) ∪ U , we have

|X0| = mn −
m∑

i=1

c(gi) − (n − 1) − 2D + |U| = mn − (n − 1) − 2D.

Define ψ : K → S by κ(j) �→ κ(j), and extend ψ arbitrarily to K∪X0. Let
µ ∈ S be the value of U0 determined by ψ. According to Theorem 1.9, there
exist ξ1, η1, . . . , ξD, ηD ∈ S such that

Ta1,b1(ξ1, η1) · . . . · TaD,bD
(ξD, ηD) = κ(1)µ−1.

Since (42) is an independent family, we can extend ψ to a Γ-equivariant homo-
morphism F → S sending xi to ξi and yi to ηi for each i, and then ψ(U) = κ(1).

Each such mapping ψ thus gives rise to a solution of the original equation
(37). Distinct mappings give distinct solutions, because the values of all the
variables xi(s) are determined by the values of the ui(s) via (40). The number
of solutions is therefore at least equal to the number of possible maps ψ, which
is at least

|S||X0| ≥ |S|mn−n−2D+1 =
|N |m

|S|n+2D−1
.

Now |S| < |S/Z(S)|2 ([GLS, §6.1]), therefore

|S|n+2D−1 < |S|2nD < |S/Z(S)|4nD = |N/Z|4D ,

and the proposition follows.

10. Equations in semisimple groups, 2: powers

Fix a positive integer q. The constants D, C = C(q) and M = M(q) are
those appearing in Theorems 1.9 and 1.10, and we put

D = 4 + 2D, z(q) = MD(q + D).

In this section we establish

Proposition 10.1. Let N be a quasi-semisimple normal subgroup of a
group G and h1, . . . , hm ∈ G. Assume that m ≥ z(q) and that |T | > C for
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each nonabelian composition factor T of N . Then the mapping ψ : N (m) → N

given by
m∏

i=1

(aihi)q = ψ(a1, . . . , am) ·
m∏

i=1

hq
i .

is surjective.

Let H = 〈h1, . . . , hm〉. It is clear that ψ depends only on the action of
the hi on N . The action of H on N lifts to an action on the universal cover
Ñ , and it will suffice to prove the result for the case where N = Ñ . Thus we
shall assume that N = S1 × · · · × Sr where each Si is a quasisimple group;
the action of H then permutes the Si. If N = N1 × · · · × Nt where each Ni

is H-invariant, then it is easy to see that ψ = ψ|N1
× · · · × ψ|Nt

; so we may
assume in addition that this permutation action is transitive. It follows that
Si

∼= S for each i, where S is quasisimple with |S/Z(S)| > C.
The explicit expression for ψ is thoroughly unpleasant. Instead of con-

fronting it directly we proceed as follows. For x, b ∈ N (m) and 1 ≤ i ≤ m

put

ai(x,b) = xbi

i [bi, h
−1
i ],

so that ai(x,b)hi = (xihi)bi . Then

ψ(a1(x,b), . . . , am(x,b)) =
m∏

i=1

((xihi)q)bi ·
(

m∏
i=1

hq
i

)−1

=
m∏

i=1

((xihi)q)bi ·
(

m∏
i=1

(xihi)q

)−1

· ψ(x)

=
m∏

i=1

[bi, (xihi)−q]τi(xh) · ψ(x)

(43)

where

τi(xh) = (xi−1hi−1)−q . . . (x1h1)−q

= ξi(x1, . . . , xi−1)τi(h),

say. We shall prove

Proposition 10.2. Let N = S(r) where S is a quasisimple group with
|S/Z(S)| > C, and let H = 〈k1, . . . , km〉 ≤ Aut(N) act transitively on the set of
simple factors of N . Suppose that m ≥ z(q). Then there exist y1, . . . , ym ∈ N

such that

N =
m∏

j=1

[N, (yjkj)q].
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(Here and later, we do not distinguish between an element of N and the
inner automorphism it induces.)

This suffices to complete the proof of Proposition 10.1. Indeed, suppose
we want to solve the equation ψ(a) = κ. In view of (43), it will suffice to find
x and b such that

m∏
i=1

[bi, (xihi)−q]τi(xh) = κψ(x)−1.(44)

For each i let ki ∈ Aut(N) be induced by h
−τi(h)
i ; it is easy to see that then

〈k1, . . . , km〉 is the group of automorphisms induced by 〈h1, . . . , hm〉, hence
acts transitively on the Sj . Let y1, . . . , ym ∈ N be as specified in the proposi-
tion, and define x1, . . . , xm recursively by

xhi

i = [hi, ξ
−1
i ] · y−τ−1

i ξ−1
i

i

where ξ1 = τ1 = 1 and ξi = ξi(x1, . . . , xi−1), τi = τi(h) for i > 1. According to
the proposition, there exists a ∈ N (m) such that

∏m
i=1[ai, (yiki)q] = κψ(x)−1.

Since yiki acts as (xihi)−τi(xh) on N , we may now solve (44) by setting bi =
a

τi(xh)−1

i .
The rest of this section is devoted to the proof of Proposition 10.2. As

in Section 9, we write N = S1 × · · · × Sr and fix an identification of each Si

with S. For h ∈ H and x = (x(1), . . . , x(r)) ∈ N we write

xh =
(
x(h1)h(1), . . . , x(hr)h(r)

)
,

where i �→ hi is the permutation σ(h−1) of {1, . . . , r} induced by the action of
h−1 on {S1, . . . , Sr} and h(i) ∈ Aut(S) is induced by h|S(hi)

: S(hi) → Si. For
∆ ⊆ {1, . . . , r} the projection N →

∏
i∈∆ Ni is denoted π∆.

The set of fixed points of σ(h) is denoted fix(h), and we write

fix∗(i) = {j ∈ {1, . . . , m} | i ∈ fix(kq
j )},

λ(∆) = m |∆| −
∑
i∈∆

|fix∗(i)| .

Thus λ(∆) is the number of pairs (i, j) with i ∈ ∆ such that kq
j moves Si.

Put G1 = 〈kq
1, . . . , kq

m〉 and let Ω be an orbit of σ(G1) on {1, . . . , r}. We
say that Ω is of type I if λ(Ω) < D |Ω|, of type II otherwise.

When Ω is of type I there exists at least one i ∈ Ω for which |fix∗(i)| >

m − D; we choose such a value of i and denote it iΩ. Put

S =
⋃

{(Ω, j) | j ∈ fix∗(iΩ)}

where Ω ranges over all the G1-orbits of type I. Two pairs (Ω, j) and (Ω′, j′)
will be called independent if either j 
= j′ or j = j′ and iΩ and iΩ′ lie in
distinct orbits of kj ; a subset of S is independent if its members are pairwise
independent.
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Lemma 10.3. Suppose that m ≥ z(q). Then for each G1-orbit Ω of type I
there exist an interval JΩ ⊆ fix∗(iΩ) and a subset IΩ ⊆ JΩ such that

(i) |IΩ| = M ,

(ii) the set

T = {(Ω, j) ∈ S | j ∈ IΩ}

is independent.

This lemma will be proved below. Now let Ω be a G1-orbit of type I. If
j ∈ IΩ then σ(kj)q fixes iΩ, so the kj-cycle C(Ω, j) of iΩ has length e(Ω, j), say,
dividing q. Put qΩj = q/e(Ω, j) and let βΩj denote the automorphism of SiΩ

induced by the action of k
e(Ω,j)
j . According to Theorem 1.10, we may choose

elements xΩj ∈ SiΩ so that

SiΩ =
∏
j∈IΩ

[SiΩ , (xΩjβΩj)qΩj ].(45)

In this way we obtain a family of elements xΩj ∈ SiΩ as (Ω, j) ranges
over T . Now for each j ∈ {1, . . . , m} let

yj =
∏
IΩ�j

xΩj ∈
∏
IΩ�j

SiΩ

(yj = 1 if the range of the product is empty). The independence of T ensures
that if j ∈ IΩ then πC(Ω,j)(yj) = xΩj , and hence that (yjkj)e(Ω,j) acts on SiΩ

as xΩjβΩj . Thus writing gj = (yjkj)q for each j, we have

SiΩ =
∏
j∈IΩ

[SiΩ , gj ] =
∏

j∈JΩ

[SiΩ , gj ](46)

for each G1-orbit Ω of type I.
Now put G = 〈g1, . . . , gm〉, and note that σ(gj) = σ(kq

j ) for each j, σ(G) =
σ(G1). For each G-orbit Ω let NΩ =

∏
i∈Ω Si. Then N is the direct product of

the NΩ, each of which is invariant under G. Thus to prove Proposition 10.2 it
will suffice to show that

NΩ =
m∏

j=1

[NΩ, gj ](47)

for each G-orbit Ω.

Case 1: where Ω is of type II. Assume for ease of notation that Ω =
{1, . . . , n}. Then

λ(Ω) = mn −
n∑

i=1

|fix∗(i)| ≥ nD,
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where fix∗(i) = {j | gji = i}. Note that this entails n ≥ 2. Let c(gj) denote
the number of cycles of σ(gj). Then

m∑
i=1

c(gj) ≤
1
2

m∑
j=1

(n + |fixΩ(gj)|)

=
1
2
(mn +

n∑
i=1

|fix∗(i)|)

= mn − 1
2
λ(Ω) ≤ mn − 1

2
Dn = (m − 2)n − nD.

Since n ≥ 2, the identity (47) now follows from Proposition 9.1.

Case 2: where Ω is of type I. Say Ω = {1, . . . , n}, and that iΩ = 1.
Suppose that the interval JΩ is {l, l + 1, . . . , p}, so that σ(gj) fixes 1 for l ≤
j ≤ p.

Given κ ∈ NΩ we have to solve the equation

κ = x1 . . . xm(48)

subject to the conditions

xi ∈ [NΩ, gi],(49)

i = 1, . . . , m. Let Ωi denote the set of orbits of σ(gi) in Ω; for ∆ ∈ Ωi write k∆

for its first member and put n(∆) = |∆|. As shown in the proof of Proposition
9.1, the condition (49) is satisfied if and only if

n(∆)−1∏
j=0

xi(gj
i k∆)gj

i (k∆) ∈ [S, βi(∆)]

for each ∆ ∈ Ωi, where βi(∆) = g
n(∆)
i (k∆) is the automorphism of S induced

by the action of g
n(∆)
i on Sk(∆) (see formula (Hi,∆) in §9).

Write (48) as the system of equations F :

κ(s) = x1(s) . . . xm(s),(Fs)

s = 1, . . . , n. For each s, let F ′
s be the equation obtained from Fs as follows:

for each pair (i,∆) with ∆ ∈ Ωi and k∆ = s, replace xi(s) by the expression

Vi(∆) ·

n(∆)−1∏
j=1

xi(gj
i k∆)gj

i (k∆)

−1

,(50)

where Vi(∆) is a new symbol. Note that for i ∈ JΩ we have an orbit ∆ =
{1} ∈ Ωi, so the first equation becomes

κ(1) = x1(1) . . . xl−1(1) ·
p∏

i=l

Vi({1}) · xp+1(1) . . . xm(1),(F ′
1)

where xi(1) stands for the expression (50) with ∆ the gi-orbit of 1.
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The resulting system F ′ of equations contains the unknowns Vi(∆) for
∆ ∈ Ωi and the xi(s) for every s not of the form k∆, ∆ ∈ Ωi; each such xi(s)
now occurs exactly once with its inverse. We are required to solve F ′ with
each xi(s) ∈ S and each Vi(∆) ∈ [S, βi(∆)].

Next, we reduce F ′ to a single equation using the procedure described in
the proof of Proposition 9.1. That is, if a term x = xi(j)±1 appears in F ′

1

but its inverse does not, then x−1 appears in some F ′
l , l 
= 1. Solve F ′

l for x

and substitute the resulting expression in F ′
1; cross out the equation F ′

l , and
iterate. As we saw in the preceding section, the transitivity of σ(G) ensures
that after n− 1 such steps the equations F ′

2, . . . , F ′
n will have been eliminated.

Since the ‘middle part’ of F ′
1 is unaffected by this process, the resulting

equation takes the form

κ(1) = A ·
p∏

i=l

Vi({1}) · B

where A ·B is the product, in some order, of certain terms xi(j)ε, all theVi(∆)
with ∆ 
= {1} when l ≤ i ≤ p, and κ(2)−1, . . . , κ(n)−1, possibly with an
automorphism attached. Setting each such xi(j) and each such Vi(∆) equal
to 1, we are reduced to solving

p∏
i=l

Vi({1}) = κ∗

for a certain κ∗ ∈ S, subject to the conditions Vi({1}) ∈ [S, βi({1})] for l ≤
i ≤ p. But βi({1}) is just the automorphism induced by the action of gi on S1;
the solubility of this equation is therefore assured by (46).

This completes the proof. It remains to give the

Proof of Lemma 10.3. Let O denote the set of all G1-orbits of type I. For
each Ω ∈ O we are given iΩ ∈ Ω such that σ(kj)q fixes iΩ for all but at most
D − 1 values of j; thus the set fix∗(iΩ) is the union of at most D intervals.

We make the following

Claim. Let X ⊆ {1, . . . , m} be a subset with |X| ≥ q + D. Then there
exists a mapping j : O → X such that

SX = {(Ω, j(Ω)) | Ω ∈ O}

is an independent subset of S.

Accepting the claim for now, partition the sequence {1, . . . , m} into MD

intervals X(1), . . . , X(MD) of length at least q + D, and put

T̃ =
MD⋃
i=1

SX(i).
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This is evidently an independent set. Now fix Ω ∈ O and consider the set
T̃Ω = {j | (Ω, j) ∈ T̃ }. This meets each X(i), so has cardinality at least MD.
Since T̃Ω ⊆ fix∗(iΩ) it follows that

∣∣∣T̃Ω ∩ J
∣∣∣ ≥ M for at least one of the (at

most) D intervals J that make up fix∗(iΩ). Put JΩ = J and let IΩ be any
subset of T̃Ω ∩ J of size M . These then satisfy all the requirements of the
lemma.

To prove the Claim, we will apply Hall’s ‘marriage theorem’ (see e.g. [PB,
Ch. 22]). The ‘men’ are pairs (∆, j) where j ∈ X and ∆ is an orbit of σ(kj)
with |∆| | q. The set of ‘women’ is just O, and we say that Ω ‘knows’ (∆, j)
(and vice versa) precisely when iΩ ∈ ∆. Evidently each man knows at most q

women; while each woman Ω knows at least q men, namely the

(C(Ω, j), j), j ∈ X ∩ fix∗(iΩ)

where C(Ω, j) is the σ(kj)-cycle containing iΩ. It follows (counting possible
‘couples’ in two ways) that for every n, each set of n women collectively knows
at least n men. Hall’s theorem now ensures that each woman Ω can find a
husband (∆(Ω), j(Ω)) with iΩ ∈ ∆(Ω). The monogamy rule means that if
Ω 
= Ω′ then (∆(Ω), j(Ω)) 
= (∆(Ω′), j(Ω′)); this is precisely the statement that
the pairs (Ω, j(Ω)) and (Ω′, j(Ω′)) are independent.

11. Equations in semisimple groups, 3: twisted commutators

Theorem 1.9, stated in the introduction, asserts that every element of
any finite quasisimple group can be written as a product of boundedly many
twisted commutators. Here we generalize this result. Recall the notation

Tα,β(x, y) = x−1y−1xαyβ,

and let D be the absolute constant given in Theorem 1.9.

Proposition 11.1. Let N be a quasi-semisimple group and αl, βl (l =
1, 2, . . . , D) arbitrary automorphisms of N . Then

D∏
i=1

Tαi,βi
(N, N) = N.(51)

The universal cover of N is a direct product Ñ = S1×· · ·×Sn where each
Si is a quasisimple group of universal type. Each automorphism of N lifts to
one of Ñ , so it will suffice to prove the result in the case N = Ñ , which we
assume henceforth.

Let G = 〈αl, βl | 1 ≤ l ≤ D〉 be the subgroup of Aut(N) generated by the
given automorphisms. Then G permutes the factors S1, . . . , Sn, with orbits Λi

say. Now N is the direct product of the subgroups N(i) =
∏

j∈Λi
Sj , on each of
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which G acts by restriction, and it will suffice to prove (51) with N(i) in place
of N , for each i. Thus we may, and shall, assume that the permutation action
of G on {S1, . . . , Sn} is transitive. As in the preceding sections, we shall write

Sα−1

i = Sαi (α ∈ G, 1 ≤ i ≤ n).

Since this action of G is transitive, the groups Si are all isomorphic; we fix an
identification of each Si with a fixed quasisimple group S. Thus elements of
N will be written in the form

x = (x(1), x(2), . . . , x(n))

with each x(i) ∈ S, and the action of G takes the form

xα = (x(α1)α(1), x(α2)α(2), . . . , x(αn)α(n));

here α(1), . . . , α(n) ∈ Aut(S) depend on α ∈ G (and the fixed identifications
Si → S). We put

Γ = 〈αi(s), βi(s) | 1 ≤ i ≤ D, 1 ≤ s ≤ n〉 ≤ Aut(S).

Let κ ∈ N . We have to show that there exist κ1, . . . , κD ∈ N such that

κ = κ1 . . . κD(52)

and such that for each i there exist xi, yi ∈ N with

κi = xi
−1yi

−1xi
αiyi

βi .(53)

To begin with, we fix i and analyse the equation (53). This equation is
solvable in N if and only if there exist elements xi(s), yi(s) ∈ S (s = 1, . . . , n)
such that (with α = αi, β = βi)

κi(s) = xi(s)−1yi(s)−1xi(αs)α(s)yi(βs)β(s)(Es)

holds for s = 1, . . . , n. We consider E = (E1, . . . , En) as a system of simulta-
neous equations in the unknowns xi(s), yi(s).

Put

Gi = 〈αi, βi〉
and let Ω = Ωi denote the set of orbits of Gi on {1, . . . , n}. The system E
breaks up into |Ω| independent systems of equations, one for each orbit ∆ ∈ Ω :

E∆ = (Es)s∈∆.

We fix an orbit ∆ of size n∆, and introduce the alphabet X ∪ P where

X = X∆ = {xi(s), yi(s) | s ∈ ∆},
P = P∆ = {κi(s) | s ∈ ∆};

for now the elements of X ∪ P are considered as abstract symbols. Here P is
the set of parameters and X is the set of variables. Let F∆ = FΓ(X∆ ∪ P∆)
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be the free Γ-group, defined in Section 8. For x ∈ X±1 ∪ P±1 we will write x∗

to denote an arbitrary element of the form xγ , γ ∈ Γ.
We consider the right-hand sides of the equations Es in E∆ as words on

the alphabet XΓ ∪ PΓ. Note that each variable occurs exactly once, as does
its inverse, in the system E∆.

Let k = k∆ be the first symbol in ∆. We shall modify E∆ by the familiar
process of eliminating variables. Suppose that x∗ occurs in the first equation
Ek, where x ∈ X ∪X−1; then a term x−∗ occurs in some equation El. If l 
= k,
solve El for x and substitute the resulting value of x in Ek. Let us call this
process a substitution (l → k). Each substitution reduces by one both the
number of variables and the number of equations in the system E∆.

We claim that it is possible to apply n∆ − 1 substitutions and thus reach
an equivalent system consisting of the single equation

κi(k∆) = U∆,(54)

where U∆ is a certain word on XΓ ∪PΓ. This follows just as in Section 9 from
the fact that Gi acts transitively on ∆.

As in Section 8, let M = M∆ denote the the free monoid on X±Γ ∪P±Γ.
Recall that for words U ,U ′ ∈ M the expression U =F U ′ means that U and
U ′ take the same value U in the group F , and that Û denotes the word in W ,
the free monoid on X ∪X−1, obtained from U when all symbols from P±Γ are
deleted and xγ is replaced by x for each x ∈ X ∪ X−1, γ ∈ Γ.

Lemma 11.2. There exist x = x∆, y = y∆, V = V∆ ∈ M and a =
a∆, b = b∆ ∈ Γ such that

U∆ =F Ta,b(x, y) · V,

the family {x, y} ∪ sup(V̂ ) ∪ P is independent, each κi(s) for s ∈ ∆ \ {k∆}
occurs exactly once in V with exponent −γ for some γ ∈ Γ, and κi(k∆) does
not occur in V .

Proof. Let U1 be the word on the right-hand side of Ek, and let Uf denote
the word obtained from U1 after f − 1 substitutions have been carried out. A
substitution (l → k) has one of the following effects (we drop the subscript i

from x(s), y(s), α and β):

l Uf Uf+1

s A · x(s)∗ · B A · y(l)−∗x(αl)∗y(βl)∗κi(l)−∗ · B
α−1

s A · x(s)−∗ · B A · y(βl)∗κi(l)−∗x(l)−∗y(l)−∗ · B
s A · y(s)∗ · B A · x(αl)∗y(βl)∗κi(l)−∗x(l)−∗ · B

β−1
s A · y(s)−∗ · B A · κi(l)−∗x(l)−∗y(l)−∗x(αl)∗ · B.

Since each variable occurs exactly once with its inverse in the system E∆,

it is easy to see that the same holds for the final word U∆ = Un∆ , except for
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the n∆ − 1 matching pairs x, x−1 that have been eliminated. Thus the word
Û∆ is balanced.

We claim also that Û∆ 
=F 1. To see this, let Φ = 〈ξ, η〉 be the free
nilpotent group of class two on two free generators, and define a (monoid)
homomorphism θ : W → Φ by

x(s)ε �→ ξε, y(s)ε �→ ηε

(ε = ±1, s ∈ ∆). Now we can write θ(Ûf ) = θ(Â)θ(z)θ(B̂) where z is one of
x(s)±1, y(s)±1, and we see that in the four cases listed we get, respectively,

θ(Ûf+1) = θ(Â)θ(z) · [ξ, η] · θ(B̂)

θ(Ûf+1) = θ(Â)θ(z) · [ξ−1, η−1] · θ(B̂)

θ(Ûf+1) = θ(Â)θ(z) · [η, ξ−1] · θ(B̂)

θ(Ûf+1) = θ(Â)θ(z) · [η−1, ξ] · θ(B̂)

each of which is equal to [ξ, η]θ(Ûf ). As θ(Û1) = [ξ, η] it follows that θ(Û∆) =
[ξ, η]n∆ 
= 1. Since θ factors through F this establishes the claim.

Thus U∆ satisfies the conditions of Proposition 8.2. This now gives the
result, provided only that the multiplicities of the κi(s) in U∆ are as described
in the statement. But this is clear, since each substitution (l → k) as above
introduces the term κi(l)−∗ (and no other terms from P ∪P−1), and the label
l runs over the set ∆ \ {k∆} as f goes from 1 to n∆ − 1.

The preceding reduction now shows that the equation (53) is solvable in
N if and only if for each orbit ∆ ∈ Ωi there exists a Γ-homomorphism

φ∆ : F∆ → S

sending each symbol κi(s) to the element with the same name in S and satis-
fying

φ∆(Ta∆,b∆(x∆, y∆)V∆) = κi(k∆).

Now put Z∆ = sup(V̂∆), and consider a new alphabet Y ∪ P ∪ K where

Y =
D⋃

i=1

⋃
∆∈Ωi

Z∆ ∪ {x∆, y∆},

P =
D⋃

i=1

⋃
∆∈Ωi

P∆ = {κi(s) | 1 ≤ i ≤ D, 1 ≤ s ≤ n},

K = {κ(1), . . . , κ(n)}.
The equation (52) is equivalent to the system of equations F = (F1, . . . , Fn) :

κ(s) = κ1(s) . . . κD(s).(Fs)
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For each pair (i,∆) with ∆ ∈ Ωi we substitute the expression Ta∆,b∆(x∆, y∆)V∆

for κi(k∆) in the equation Fk∆ , to obtain a system F ′ = (F ′
1, . . . , F ′

n):

κ(s) = Ws(F ′
s)

where Ws is a certain word on the alphabet Y Γ ∪ PΓ. Now recall that V∆

contains κi(s)−∗ exactly once for each s ∈ ∆ \ {k∆}, and no other terms from
P±Γ; it follows that W1W2 . . . Wn contains the terms κi(s), κi(s)−∗ once each
whenever s /∈ {k∆ | ∆ ∈ Ωi}, and no other terms from P±Γ.

We now repeat the elimination procedure used above. Suppose that µ ∈
P ∪ P−1 and µ∗ occurs in F ′

1 while µ−∗ occurs in F ′
l for some l 
= 1. Solve F ′

l

for µ and substitute the resulting expression into F ′
1. It is easy to see that two

equations F ′
p, F ′

q are ‘linked’, in the sense that they share a parameter from
P , if and only if there exists i such that p and q lie in the same orbit of Gi.
Since the Gi generate G which is transitive on {1, . . . , n}, it follows as before
that we can perform n− 1 such substitutions and obtain an equivalent system
consisting of one equation

κ(1) = V.(55)

Each substitution (l → 1) eliminates a pair κi(l), κi(l)−1 and introduces into
the right-hand member of F ′

1 both a term κ(l)−1 and all the terms T∆ =
Ta∆,b∆(x∆, y∆) that appear in F ′

l (ignoring exponents from Γ). It follows that
V contains each of the terms κ(2)−1, . . . , κ(n)−1 exactly once, and each of the
terms T∆ (∆ ∈ Ωi, 1 ≤ i ≤ D) exactly once. The other factors of V (still
ignoring exponents from Γ) all belong to P±1 ∪

⋃
∆ Z±1

∆ .
Let X = {xi(s) | 1 ≤ i ≤ D, 1 ≤ s ≤ n}. Recall now (Lemma 11.2) that

each of the families {x∆, y∆} ∪ Z∆ ∪ P∆ is independent in the free Γ-group
F∆. This implies that the family⋃

∆∈Ωi, 1≤i≤D

({x∆, y∆} ∪ Z∆) ∪ P ∪ K

is independent in the free Γ-group F on X ∪ P ∪ K. Hence for any choice of
elements ξ∆, η∆ ∈ S there is a Γ-equivariant homomorphism φξ,η : F → S

sending x∆ to ξ∆, y∆ to η∆, each symbol κ(i) to the given element κ(i) of S,
and each term of P ∪

⋃
Z∆ that appears in V to 1. Then

φξ,η(κ(1)) = κ(1),

while

φξ,η(V ) = h0

∏
∆∈Ωi, 1≤i≤D

Ta∆,b∆(ξ∆, η∆)γ∆h∆

(in some order) where the γ∆ ∈ Γ and h0, h∆ ∈ S do not depend on ξ, η.
Using the identity

Ta,b(x, y)γ = Taγ ,bγ (xγ , yγ)
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we rewrite the above as

h−1
0 φξ,η(V ) =

∏
∆∈Ωi, 1≤i≤D

Ta′
∆,b′∆(ξ′∆, η′∆)(56)

where a′∆, b′∆ ∈ Aut(S) and ξ′∆, η′∆ are the images of ξ∆, η∆ under certain fixed
automorphisms of S.

Now Theorem 1.9 asserts that S =
∏

Ta′
∆,b′∆(S, S) provided there are at

least D factors in the product. Hence we can choose values for ξ∆, η∆ in S so
that the product on the right of (56) takes the value h−1

0 κ(1).
The original equation (52) is now solved, subject to the conditions (53),

by giving each unknown xi(s) the value φξ,η(xi(s)). This completes the proof
of Proposition 11.1.
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