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Stability and instability of the Cauchy
horizon for the spherically symmetric
Einstein-Maxwell-scalar field equations

By MiHALIS DAFERMOS

Abstract

This paper considers a trapped characteristic initial value problem for the
spherically symmetric Einstein-Maxwell-scalar field equations. For an open set
of initial data whose closure contains in particular Reissner-Nordstrom data,
the future boundary of the maximal domain of development is found to be a
light-like surface along which the curvature blows up, and yet the metric can
be continuously extended beyond it. This result is related to the strong cosmic
censorship conjecture of Roger Penrose.

1. Introduction

The principle of determinism in classical physics is expressed mathemat-
ically by the uniqueness of solutions to the initial value problem for certain
equations of evolution. Indeed, in the context of the Einstein equations of
general relativity, where the unknown is the very structure of space and time,
uniqueness is equivalent on a fundamental level to the validity of this principle.
The question of uniqueness may thus be termed the issue of the predictability
of the equation.

The present paper explores the issue of predictability in general relativity.
Since the work of Leray, it has been known that for the Einstein equations,
contrary to common experience, uniqueness for the Cauchy problem in the
large does not generally hold even within the class of smooth solutions. In
other words, uniqueness may fail without any loss in regularity; such failure
is thus a global phenomenon. The central question is whether this violation
of predictability may occur in solutions representing actual physical processes.
Physical phenomena and concepts related to the general theory of relativity,
namely gravitational collapse, black holes, angular momentum, etc., must cer-
tainly come into play in the study of this problem. Unfortunately, the math-
ematical analysis of this exciting problem is very difficult, at present beyond
reach for the vacuum Einstein equations in the physical dimension. Conse-
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quently, in this paper, I will resolve the issue of uniqueness in the context of
a special, spherically symmetric initial value problem for a system of gravity
coupled with matter, whose relation to the problem of gravitational collapse is
well established in the physics literature. We will arrive at it here by reconcil-
ing the picture that emerges from the work of Demetrios Christodoulou [5]-the
generic development of trapped regions and thus black holes—with the known
unpredictability of the Kerr solutions in their corresponding black holes.

1.1. Predictability for the Einstein equations and strong cosmic censorship.
To get a first glimpse of unpredictability, consider the Einstein equations in
the vacuum,

1
R'u,/ — §gHVR = 0,

where the unknown is a Lorentzian metric g, and the characteristic sets are
its light cones. For any point P of spacetime, the hyperbolic nature of the
equations determines the so-called past domain of influence of P, which in the
present case of the vacuum equations is just its causal past J~(P). Uniqueness
of the solution at P (modulo the diffeomorphism invariance) would follow from
a domain of dependence argument. Such an argument requires, however, that
J~(P) have compact intersection with the initial data; compare P and P’ in
the diagram below:

complete noncompact spacelike hypersurface
B e >

In what follows we shall encounter explicit solutions of the Einstein equations
which contain points as in P’ above, where the solution is regular and yet the
compactness property essential to the domain of dependence argument fails.
These solutions can then be easily seen to be nonunique as solutions to the
initial value problem.!

1 As this type of nonuniqueness is induced solely from the fact that the Einstein equations are
quasilinear and the geometry of the characteristic set depends strongly on the unknown, it should be
a feature of a broad class of partial differential equations.
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It turns out that unpredictability of this nature occurs in particular in
the most important family of special solutions of the Einstein equations, the
so-called Kerr solutions. The current physical intuition for the final state of
gravitational collapse of a star into a black hole derives from this family of
solutions. Omne thus has to take seriously the possibility that nonuniqueness
may be a general feature of gravitational collapse—in other words, that it does
occur in actual physical processes. Penrose and Simpson [19] observed, how-
ever, that on the basis of a first-order calculation,? this scenario appeared to
be unstable; this led Penrose to conjecture that, in the context of gravitational
collapse, unpredictability is exceptional, i.e., for generic initial data in a cer-
tain class, the solution is unique. The conjecture goes by the name of strong
cosmic censorship.

After the Einstein equations are coupled with equations for suitably chosen
matter, and a regularity framework is set, strong cosmic censorship constitutes
a purely mathematical question on the initial value problem, and thus provides
an opportunity for the theory of partial differential equations to say something
significant about fundamental physics. Unfortunately, all the difficulties of
quasilinear hyperbolic equations with large data are present in this problem
and make a general solution elusive at present. Nevertheless, this paper hopes
to show that nonlinear analysis may still have something interesting to say at
this time.

1.2. Angular momentum in trapped regions and the formation of Cauchy
horizons. A formulation of the problem posed by strong cosmic censorship is
sought which is analytically tractable yet still captures much of the essential
physics. It turns out that the constraints induced by analysis are rather se-
vere. Quasilinear hyperbolic equations become prohibitively difficult when the
spatial dimension is greater than 1. Reducing the Einstein equations to a prob-
lem in 1+ 1-dimensions in a way compatible with the physics of gravitational
collapse leads necessarily to spherical symmetry.

The analytical study of the Einstein-scalar field equations

1
RMV - iRguV = 2Tuy7
g‘w(auﬁb);u =0,

1
Ty = u¢au¢ - §g;wgpaap¢8a¢7

2This calculation was in fact carried out in the context of a Reissner-Nordstrém background;
see below.
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under spherical symmetry® was introduced by Christodoulou in [10], where he
discussed how this particular symmetry and scalar field matter impact on the
gravitational collapse problem. (See also [7].) The equations reduce to the
following system for a Lorentzian metric g and functions r and ¢ defined on a
two-dimensional manifold Q:

K = (1= 0%0,r) + 8"60u0

T

1
V. Vpr = 5 (1 = 0°r0cr)gap — Tup.

o
ab 2 a
gV Vo + ;0 r¢e = 0.

Here K denotes the Gauss curvature of g. Christodoulou’s results of [5] are
definitive: Gravitational collapse and the issue of predictability are completely
understood in the context of the spherically symmetric Einstein-scalar field
model. Nevertheless, that work leaves unanswered the question that motivated
the formulation of strong cosmic censorship—the unpredictability of the Kerr
solution.

Christodoulou was primarily interested in studying another phenomenon
of gravitational collapse, the formation of black holes. The conjecture that
in generic gravitational collapse, singularities are hidden behind black holes
is known as weak cosmic censorship, even though strictly speaking it is not
logically related to the issue of strong cosmic censorship (see [6]). Christodou-
lou proved this conjecture for the spherically symmetric Einstein-scalar field
system. The key to his theorem is in fact the stronger result that, generically,
so-called trapped regions form. In the 2-dimensional manifold ), the trapped
region is defined by the condition that the derivative of r in both forward
characteristic directions is negative. A point p € ) in the trapped region cor-
responds to a trapped surface in the four-dimensional space-time manifold M.

Because of their global topological properties, in explicit solutions such
as the Kerr solution, trapped surfaces must be present at all times. Christo-
doulou’s solutions for the first time demonstrated that trapped regions—and
thus black holes—can form in evolution. The geometry of black holes for the
spherically symmetric Einstein-scalar field equations can be understood rela-
tively easily; in particular these black holes always terminate in a spacelike
singularity. Here is a depiction of the image of a conformal representation of

3Note that by Birkhoff’s theorem, the vacuum equations under spherical symmetry admit only
the Schwarzschild solutions.
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the manifold @) into 2-dimensional Minkowski space:
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The causal structure of () can be immediately read off, as characteristics corre-
spond to straight lines at 45 and —45 degrees from the horizontal. Future null
infinity and the singularity correspond to ideal points; they are not part of Q.
The spacetime is future inextendible as a manifold with continuous Lorentzian
metric (see §8), and the domain of dependence property is seen to hold for
any point P in @), as its past can never contain the intersection of the initial
hypersurface with future null infinity. Thus, in this model, the theorem that
trapped regions and thus black holes form generically yields immediately a
proof of strong cosmic censorship.

The Kerr solutions constitute a two-parameter family parametrized by
mass and angular momentum. These solutions indicate that the behavior of
trapped regions exhibited by the spherically symmetric Einstein-scalar field
equations is very special. Angular momentum is—in a certain sense—precisely
a measure of spherical asymmetry of the metric. When the angular momen-
tum parameter is set to zero in the Kerr solution, one obtains the so-called
Schwarzschild solution. In this spherically symmetric solution, the trapped
region, which coincides with the black hole, indeed terminates in a spacelike
singularity, as in Christodoulou’s solutions. Here again is a conformal repre-
sentation of () in the future of a complete spacelike hypersurface:

spacelike singularityC]
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For every small nonzero value of the angular momentum, however, the future
boundary of the black hole of the Kerr solution is a light-like surface beyond
which the solution can be extended smoothly. To compare with the spherically
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symmetric case, a conformal representation of a 2-dimensional cross section,
in the future of a complete-spacelike hypersurface, is depicted below:

BLACK HOLE

complete spacelike hypersurface

This light-like surface is called a Cauchy horizon, as any Cauchy problem posed
in its past is insufficient to uniquely determine the solution in its future. It thus
signals the onset of unpredictability. (Note that the past of the point P in the
figure above intersects the initial data in a noncompact set, i.e., it “contains”
the point of intersection of the initial data set with future null infinity.)

It seems then that the (potential) driving force of unpredictability in grav-
itational collapse, after trapped surfaces have formed, is precisely the angular
momentum invisible to the Einstein-scalar field model. A real first understand-
ing of strong cosmic censorship in gravitational collapse must somehow come
to terms with the possibility of the formation of Cauchy horizons generated by
angular momentum.

1.3. Mazwell’s equations: charge as a substitute for angular momentum.
We are led to the Einstein-Maxwell-scalar field model:

1
(1) RHV - §gMVR = 2Tuu = 2(Tﬁzr/n + Tj,{)
(2) F‘,'lzﬁy = 07
3) Fluvp = 0,
(4) 9" (Oud)w = 0,
1
Tﬁgl = FuAFupgAp - Zg,u,VF)\pFaTg/\ngT’
1
Tiz{ = 8qu)31,¢ - iguugpaapﬁbaaﬁba

in an effort to capture the physics of angular momentum in the trapped region,
while remaining in the realm of spherical symmetry. The key observation is,
in the words of John Wheeler, that charge is a “poor man’s” angular momen-
tum. It is well known that the trapped region of the (spherically symmetric)
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Reissner-Nordstrom solution of the Einstein-Maxwell equations is similar to
the Kerr solution’s black hole, and in particular, also has as future boundary a
Cauchy horizon leading to unpredictability for every small nonzero value of the
charge parameter. In fact, the previous diagram of the 2-dimensional cross-
section of the Kerr solution corresponds precisely to the manifold @ of group
orbits of the Reissner-Nordstrom solution (see Section 3) in the past of the
Cauchy horizon. Examining the nonlinear stability of the Reissner-Nordstrom
Cauchy horizon will thus give insight to the predictability of general gravita-
tional collapse.

1.4. Outline of the paper. The spherically symmetric Einstein-Maxwell-
scalar field system in null coordinates is derived in Section 2. In Section 3,
the special Reissner-Nordstrom solution will be presented, and its important
properties will be reviewed. The initial value problem to be considered in this
work will be formulated in Section 4. The initial data will lie in the trapped
region.

Section 5 will initiate the discussion on predictability for our initial value
problem, in view of the simplifications in the conformal structure provided by
spherical symmetry. There always exists a maximal region of spacetime, the
so-called maximal domain of development, for which the initial value problem
uniquely determines the solution. The conditions for predictability are then
related to the behavior of the unique solution of the initial value problem on
the boundary of this region.

In the following two sections, the analytical results necessary to settle the
issue will be obtained. In Section 6, a theorem is proved which delimits the
extent of the maximal domain of development of our initial data. This will
be effected by proving that the function r, a parameter on the order of the
metric itself, is stable in a neighborhood of the point at infinity of the event
horizon. In Section 7, a theorem is proved which determines the behavior of
w, a parameter related directly to both the C! norm of the metric and its
curvature, along the boundary of the maximal domain of development. In
particular, for an open set of initial data, this parameter is found to blow
up. This situation, illustrated in the figure on the next page,® is seen to
be qualitatively different from both the Kerr picture and the picture of the
solutions of Christodoulou.

Finally, Section 8 examines the implications of the stability and blow-up
results on predictability and thus on strong cosmic censorship. In view of
the opposite nature of the theorems established in Sections 6 and 7, different
verdicts for cosmic censorship can be extracted, depending on the smoothness
assumptions adopted in its formulation.

4The nature of the r = 0 “singular” boundary, when nonempty, is discussed in the appendix.
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The analytical content of this paper is thus a combination of a stability
theorem and a blow-up result for a system of quasilinear partial differential
equations in one spatial and one temporal dimension. Not surprisingly, stan-
dard techniques like bootstrapping play an important role. However, as they
evolve, both the matter and the gravitational field strength will become large,
and so other methods will also have to come into play. It is well known (for
instance from the work of Penrose [17]) that the Einstein equations have im-
portant monotonicity properties. This monotonicity is even stronger in the
context of spherical symmetry, and plays an important role in the work of
Christodoulou. The result of Section 6 hinges on a careful study of the ge-
ometry of the solutions, with arguments depending on monotonicity replacing
bootstrap techniques in regions where the solution is large.

The strong cosmic censorship conjecture was formulated by Penrose based
on a first order perturbation argument [19] which seemed to indicate that
certain natural derivatives of any reasonable perturbation field blow up on
the Reissner-Nordstrom-Cauchy horizon. This was termed the blue-shift effect
(see [15]). It is not easy even to conjecture how this mechanism, assuming it is
stable, affects the nonlinear theory. Israel and Poisson [18] first proposed the
scenario expounded in Section 7, dubbing it “mass inflation”, in the context of
a related model which is simpler than the scalar field model considered here. In
the context of the scalar field model, in order to produce this effect one needs
to make some rough a priori assumptions on the metric on which the blue-shift
effect is to operate. Because of the nonlinearity of the problem, and the large
field strengths, it is difficult to justify such assumptions, even nonrigorously
(see [1]).

This difficulty is circumvented here with the help of a simple and very gen-
eral monotonicity property of the solutions to the spherically symmetric wave
equation (Proposition 5), which was unexpected as it is peculiar to trapped re-
gions, i.e., it has no counterpart in more familiar metrics like Minkowski space,
or the regular regions where most of the analysis of Christodoulou was carried
out. In combination with the monotonicity properties discovered earlier, the
new one provides a powerful tool which, under the assumption that the mass
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does not blow up, yields precisely the kind of control on the metric that is nec-
essary for the blue shift mechanism to operate. This leads—by contradiction!—
to the “mass inflation” scenario of Israel and Poisson.

The blue shift mechanism discovered by Penrose is crucial for the under-
standing of cosmic censorship in gravitational collapse, as it provides the initial
impetus for fields to become large. Beyond that point, however, perturbation
techniques, based on linearization, lose their effectiveness. I hope that this
paper will demonstrate, if only in the context of this restricted model, that
the proper setting for investigating the physical and analytical mechanisms
regulating nonpredictability is provided by the theory of nonlinear partial dif-
ferential equations.

2. The Einstein-Maxwell-scalar field equations
under spherical symmetry

In this section we derive the Einstein-Maxwell-scalar field equations under
the assumption of spherical symmetry.

For general information about the Einstein equations with matter see for
instance [15]. The assumption of spherical symmetry on the metric, discussed
in [7], is the statement that SO(3) acts on the spacetime by isometry. We
furthermore assume that the Lie derivatives of the electromagnetic field F),,
and the scalar field ¢ vanish in directions tangent to the group orbits.

Recall that the SO(3) action induces a 1+ 1-dimensional Lorentzian metric
gap (with respect to local coordinates x) on the quotient manifold (possibly
with boundary) @, and the metric g,,, and energy momentum tensor 7),, take
the form

g = gapdaz®dz® + r?(x)yap(y)dy dy®,
T = Tyda“de’ +r?(x)S(x)yap(y)dy’dy®,
where y4 are local coordinates on the unit two-sphere and v4gdy”dy® denotes

its standard metric. The Einstein equations (1) reduce to the following system
for r and a Lorentzian metric g, on Q:

1 a
(5) K = T—Q(l—a r0ur) + (tr1 — 25),
1
(6) Vo Vpr = 5(1 — 0TOer)gap — T (Tap — gaptrT).

Here, K is the Gauss curvature of gg.

We would like to supplement equations (5) and (6) with additional equa-
tions on () determining the evolution of the electromagnetic and scalar fields, in
order to form a closed system. It turns out that, under spherical symmetry, the
electromagnetic field decouples, and its contribution to the energy-momentum
tensor is computable in terms of r.
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To see this, first note that the requirement of spherical symmetry and the
topology of S? together imply that F,5 = 0; also, Fiap, on each sphere, must
equal a constant multiple of the volume form. Maxwell’s equations then yield

(7) FAB;a = 07

and this in turn implies that the above constant is independent of the radius
of the spheres. Since the initial data described in the next section will satisfy

(8) Fap =0,

by integration of (7) it follows that (8) holds identically. In the derivation of
the equations, we will then assume (8) for convenience. This corresponds to
the natural physical assumption that there is no magnetic charge.

It now follows that the electromagnetic contribution to the energy-mo-
mentum tensor is given by

1
(9) o= gabzgc"g“chth.

Moreover, Maxwell’s equation (2) implies that
(10) F% = —2r719,r .
Thus, we can compute

(gbdgac tleCd);C - (gbdgaCFabFCd);e
= 90a9acFLF + gragac FOFS
= —4r '0.rg"g*Fop Fg,

which integrated gives

2¢2
gbdgac abFed = _?”747
where e? is a positive constant. We have obtained
2
e
(11> ;én = _ﬁgalh
2
e
(12) ST = 5o
and )
e
(13) T = T = — T

The Maxwell equations are indeed decoupled, as their contribution to the
energy-momentum tensor is computable in terms of r and the constant e.
This constant is called the charge. We will thus no longer consider equations
(2) and (3), as it is not the behavior of the electromagnetic field per se that is
of interest, but rather its effect on the metric.
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In view of the above calculations, the equations (5) and (6) for the metric
reduce to

1

(14) K = T—Q(l — 0%10qr) 4+ 0"¢0, 9,
(15) VaVpr = i(1 — OrOer)gap — 'r’(i + 150

a Vbl — 20 cT")Gadb 2T4gab ab /s
and the wave equation (4) (see [10]) reduces to

2
(16) 9V, Vo + ~0"r06 = 0.
We recall from [7] that the so-called mass function m, defined by
2

(17) 1= =% = 9,

enjoys important positivity properties®, which follow from the mass equation
(18) Oam = r’ (Tap — gabtrT)abr'

In view of the above computations, we have

2
— 22(7sf\ab €
Ogm =1(T23)0 7"—1—2—728&7“.

Defining @ now by

=m+ i
“= 2
we see from (11) that
(19) Oqw = T2(T;bf)8br.

This is identical to the equation satisfied by the mass m in the Einstein-scalar
field case considered in [10]. In particular, we will see that w inherits the
special monotonicity properties of m from that case.

Of course, the system (14)—(16) is not well-posed in the traditional sense,
because of the general covariance of the equations. One can arrive at a well-
posed system only after fixing the coordinates in terms of the metric. Since
we will be considering an initial value problem where the initial data will be
prescribed on two characteristic segments, emanating from a single point, it

5The proofs in [7] assumed the existence of a center of symmetry in the spacetime, which is
not present in our case. For spacetimes evolving from a double characteristic initial value problem,
one may substitute this assumption with an appropriate assumption on the metric on the initial
characteristic segments. This assumption will hold in our problem, and thus in what follows we will
refer freely to the results of [7].
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is natural to introduce so-called null coordinates v and v, normalized on the
initial segments. The metric in such coordinates takes the form

(20) 9 = 2gupdudv = —Q*dudv.

The equations thus constitute a second order system for 2, r, and ¢.

To exploit the method of characteristics, we would like to recast the above
system as a first order system. Introduce A = 0,7, v = 9,r, § = r0,¢ and
¢ = 1rdy¢. From (17) we compute that

(21) 02 40,107 4)\v
_— = 2w 2 = — 5
1-2=4+4 1-p

where we recall from [5] the notation g = 2. We thus can eliminate (2 in favor
of w. (Compare with [8].) It then follows that the metric and scalar field are
completely described by (7, A\, v, w, 8, (), whose evolution in an arbitrary null
coordinate system under the spherically symmetric Einstein-Maxwell-scalar

field equations is governed by

(24) A = A

2
(26) o= = 30-w(5) w
2
(27) 0 = s0-m(5) A
(28) a’ue = _%7
(29) 8¢ = _97”.

3. The Reissner-Nordstrom solution

It turns out that any solution of the equations (22)—(29) with 6 and ¢
vanishing identically is isometric to a piece of the so-called Reissner-Nordstréom
solution. This section outlines the most important properties of the Reissner-
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Nordstrém solution and in particular how its nonpredictability arises. The
nonpredictability of this solution will motivate the formulation of our initial
value problem, in the next section.

Equations (26) and (27) and the vanishing of # and ¢ imply that w is
constant. The two constants e, w determine a unique spherically symmetric,
simply connected, maximally extended analytic Reissner-Nordstrom solution.
Only the case 0 < e < w will be considered here.

In view of the discussion of the introduction, the issue of predictability
can be understood provided we know the conformal structure and can identify
complete initial data. These aspects of the solution will be described in what
follows. The reader can refer to [15] for explicit formulas for the metric in
various coordinate patches.

It turns out that we can map conformally the spacetime () of group orbits
onto a domain of 1+ 1-dimensional Minkowski space. Such a representation is
depicted below:

The boundary of the domain is not included in (), which is by definition open.
This boundary is a convenient representation of ideal points, either singular
(the part labelled = 0) or “at infinity”. We will not discuss the significance
of future null infinity here, except to note that its intersection with the curve
S is indeed “at infinity”, in the sense that the total length of S in either of
the I regions is infinite. The curve S thus corresponds in the 4-dimensional
spacetime to a complete hypersurface with two asymptotically flat ends.
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Since S is complete, uniqueness in the small holds for the initial value
problem with data S, and uniqueness in the large is thus a reasonable ques-
tion to ask. Yet as in the Kerr solution described in the introduction, the
domain of dependence property fails outside the shaded area D. The region
D corresponds to the mazimal domain of development of the initial data. (See
5.

Furthermore, it can be explicitly shown that the Reissner-Nordstrom solu-
tion, with its initial data on S, is indeed nonunique beyond the Cauchy horizon,
as a solution of the initial value problem for the Einstein-Maxwell-scalar field
equations. One can construct in fact an infinite family of smooth solutions
extending D by first prescribing an arbitrary scalar field vanishing to infinite
order on what will be two conjugate null curves, emanating to the future from
the point g, and applying an appropriate local well-posedness argument. It is
in this sense that the future boundary of D is a Cauchy horizon.

The infinite tower of regions I, II, and III indicates exactly how strange
extensions beyond the Cauchy horizon can be. For the Kerr solution, there is
an even more bizarre maximally analytic extension, containing closed time-like
curves in the region beyond the Cauchy horizon.

Complete spacelike hypersurfaces with asymptotically flat ends satisfying
the constraint equations for the spherically symmetric Einstein-Maxwell-scalar
field system with nonzero charge will have topology at least as complicated as
the Reissner-Nordstrom solution. Moreover, they will always contain a trapped
surface. These global properties of solutions of this system render them totally
inappropriate for studying the collapse of regular regions and the formation of
trapped regions. In view of the discussion in the introduction, it is thus only
in a neighborhood of the point p (from which the Cauchy horizon emanates)
that the behavior of the Reissner-Nordstrom solution has implications on the
collapse picture.

We will restrict our attention to a neighborhood of p. Let it be emphasized
again that p is not included in the spacetime, as it corresponds to the point
at infinity on the event horizon. The interior of region II to the future of the
event horizon is trapped, i.e., A and v are negative on it. The next section will
formulate a trapped initial value problem for which the stability of the Cauchy
horizon will be examined.

4. The initial value problem

A characteristic initial value problem, in an appropriate function class,
will be formulated in this section. Its study, in Sections 6 and 7, will lead to
the resolution of the question of predictability.
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It will be convenient to retain Reissner-Nordstrom data on its event hori-
zon and prescribe, along a conjugate ray, arbitrary matching data, finite in
an appropriate norm. This formulation sidesteps the important question, cur-
rently open, of determining the behavior of scalar field matter on the event
horizon in the vicinity of p, when these data arise in turn from complete space-
like initial data where ¢ is nonconstant in the domain of outer communica-
tions. By contrast, the data described below can easily be seen to arise from
a complete spacelike hypersurface where ¢ vanishes in the domain of outer
communications. Such data are the simplest ones for which the arguments
in [2] [3] [18], in the context of the linearized problem, apply, and thus provide
a natural starting point for studying the problem in the nonlinear setting. In
fact, the method of this paper applies to a much wider class of initial data to
be considered in a forthcoming paper.

We proceed to describe how initial data for (r, \,v,w,,() will be pre-
scribed on two null line segments, which will define the u = 0 and v = 0 axes
of our coordinate system.

(U, 0)

On u = 0, the initial data will be determined from the Reissner-Nordstrom
solution (to be denoted with the subscript RN) corresponding to the fixed
parameters 0 < e < wy. Choose a point s on the event horizon of a right-I
region (strictly to the future of the point of intersection of the right-I and
the corresponding left-I region) and parametrize the v = 0 line segment by
0 <v <V with s =(0,0) and p = (0,V), and parametrization determined by
the condition

v )\RN / / !
—_ dv' =rylog ——
(30) /0 1 (0,v")dv ry log "

where 74 is the larger root of 1 — urx = 0. With respect to these coordinates,
set

(73 A @, 0, C)‘UZO = (T—H 0, @o, 0, 0)'
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Since A and 1 — p both vanish identically on the event horizon, the condi-
tion (30) needs some explanation: The equation

W a2

implies that —2BN_ is constant in u. The integral of (30) is thus equal to an
HRN

1—
integral along a parallel outgoing light ray segment contained in the interior of

the right-I region of the Reissner-Nordstrom solution, which can be computed
to be a positive function of the right endpoint, monotonically increasing to
infinity as the endpoint tends to infinity. The choice (30) is thus valid.

The v = 0 line segment will be parametrized by 0 < u < U, so that
v(u,0) = —1, and we will prescribe an arbitrary decreasing function ﬁ(u, 0)
with u derivative vanishing at (0,0). In particular, integrating (25) yields that
on 0 x [0,V), v equals vgN with respect to the coordinates introduced above.
By (31), the u derivative of 1% will then determine ¢ (up to a sign), since
r —ry = u. Equation (26) will determine w, and thus 1 — g and A will be
determined. Equation (28) then determines #. In particular we have

(32) £—>08Lsu—>0.
v

We note that the two quantities % and % which appear naturally in 0,w satisfy
the equations

0 Cv 0 v 1 [é€?
(33) a"X__;;_X<_1—/w_2<7_w>)’

¢ ox ¢ 2N 1 [é€?
(34) a“Z“X?‘Z(‘ﬂﬁ(?‘“))’

which at times will be more convenient to work with than (28), (29).

The above parametrizations for « and v have been chosen to be symmetric
in the sense that

- 2
(35) /U VRiN(u', 0)du' = /T+ ' rdr ~ logu.
u 1 —pRN re—U (r—r)(r—ry)

Here the notation A ~ B signifies that A < CB and B < C'A for some fixed
constant C. When restricted to smaller U, (35) will also hold with vgyx and
1 — ugrn replaced by the v and 1 — p of our initial data. This follows from (32),
(26), and the relation

- 2 v [ e?
(36) au<1—u>=—1(§) V(l—u)—2—<——W>-

r

Indeed, (36) and (32) imply that
ar < —0u(1 —p)(u,0) <ag+e
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for e =e(U) — 0 as U — 0, where
2 [ é? Ty —T_
T (E_w()) o2

1 < v
(ap +e)u = 1—p asu

and thus

(37)

In particular, 1 —u < 0 on the interval ((0,U],0), and this interval is contained
in the trapped region (see [7]; this can also easily be seen to follow from (31)).

The set of all locally C! functions (r, \,v,@) and locally C° functions
(0,¢) on the null segments which can be constructed in the above way will
define the class Ry. Membership in class Ry will be the most basic assumption
on initial data. We will usually need to consider initial data that satisfy the
additional restriction

(38) sup ¢ — —0
v=0 Viu
0<u<U

for some s > 0. These will be dubbed Rj-initial data. The statements defining
Ry and R; can be interpreted as conditions of regularity of the scalar field
across the event horizon as measured with respect to the natural parameter r.

Let it be emphasized once again that, despite the finite choice of coor-
dinates for v, the initial data are in a very definite sense complete in the v
direction. The question of predictability is thus reasonable to ask, although
one has to be careful to disentangle the trivial considerations which arise from
the fact that the data are incomplete in the u direction. A precise framework
for examining this issue will be developed in the next section.

5. The maximal domain of development

For the initial value problem in general relativity, strong cosmic censorship
is typically formulated in terms of the extendibility of the maximal domain of
development. (See §8.) This extendibility can be thought of as depending
on the “boundary” behavior of the solution in this domain, a concept not so
easy to define. The reader should refer to [13] for definitions valid in general,
and a nice discussion of the relevant concepts. Since conformal structure is
locally trivial in 1 + 1 dimensions, these issues are markedly simpler for the
spherically symmetric equations, and in particular the notion of boundary for
the maximal domain of development can be properly defined without recourse
to complicated constructions.
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We begin by mentioning that the notions of causal past, future, etc., can
be formulated a priori in terms of our null coordinates. We define first

DU)={(u,v)|0<u<U0<v<V},
DU)={(u,n)|[0<u<U0<v<V}.
The causal past of a set S C D(U), denoted by J~(S), is then simply

J7(S) = U I ((u,v)) = U {(,0)]0 </ <u,0 < <ol
(u,v)€S (u,v)€S

Replacing < in the above equation by < defines the so-called chronological
past I~ (S). Similarly, one can define causal and chronological future J*(S)
and I (S), and thereby, in a standard way, the domain of influence and domain
of dependence of an achronal set S.

Given (u,v) € D(U), a solution of the initial value problem with initial
data (7, N0, 8,0,¢ ) of class Ry, defined on the initial null segments, are locally
C' functions (7, \, v, @) and C° functions (6, ¢) defined in I~ (u,v) that satisfy
the equations (22)—(29), and the initial conditions

(T7 )‘a v, w, 07 C)‘Initial - (’fla 5‘7 ]95 ’ZAD) éa CA)
Introducing the notation

‘¢|l(€u,fu) = W\Ck(l—(u,v)),

we define the norm

’(7’, A\ v, @, 0, C)‘(u,v) = max{’r_l‘%u,v)v ‘)\‘:(Lu,’u)’ ‘V‘%u,fu)v ‘w’%u,vy ’0‘(()%1;)7 |C’[()u,v)}

Set theoretic arguments, a local existence theorem, and the domain of depen-
dence theorem for the function space defined by the above norm guarantee the
existence of a unique solution to the initial value problem in a nonempty open
set

E(U) c D(U),

uniquely determined by the properties

1. E(U) is a past set, i.e. J~(E(U)) C E(U), and

2. For each (u,v) € OE(U) ND(U), we have
‘(Tv A\ v, @, 0, <)|(u,v) = 0.

Here E(U) denotes the closure of E(U) in D(U). E(U) is the so-called mazimal

domain of development of our initial data set. We will refer to OE(U) as the
boundary of the maximal domain of development; it is clearly nonempty.
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It turns out that for (u,v) € OE(U)ND(U), we have in fact that r(u,v) = 0
and w(u,v) = co. The proof of this is deferred to the appendix. It implies
in particular that an a priori lower bound for 0 < ¢ < r(u,v) induces (u,v) €
E(U). This fact will be used in the sequel without mention.

Of course, the other part of the boundary of the maximal domain of

development, i.e., OE(U) \ D(U), if nonempty, potentially causes problems for
predictability. It is not immediately clear, however, whether this set should be
considered in the first place a boundary or whether it represents ideal points
at infinity. (Compare with future null infinity of the Reissner-Nordstrom of
the diagram of Section 3.) The latter scenario is excluded by the following:

PROPOSITION 1.  Let (r,\,v,@,0,() be a solution of the equations with
Ro-initial data. Then all Ct timelike curves in E(U) have finite length.

The proof here will actually only show that almost all C'! time-like curves
are of finite length. In the process, we will introduce some of the fundamental
inequalities for the analysis of our equations. The reader can recover the full
result of the proposition from the estimates for v in Section 6.

For the slighter weaker result then, by virtue of the co-area formula, it
suffices to bound the double integral [ [x guydudv, where

X =EU)/((0,u) x [V =v,V)),

in terms of a finite constant depending on u and v.
We note first, from the results of [7], that it follows immediately, for Ry
data, that E(U) is trapped, i.e.,

(39) v <0,

(40) A <0,

and 1 — u < 0. The reader unfamiliar with the results of [7] may derive these
inequalities directly from the equations. From 1 — p < 0 it follows that » = 0
implies w = o0, and thus the norm ]w\(u,v) blows up. Sequences of points
(u;,v;) for which r(u;,v;) — 0 must then approach the boundary. We thus
have the inequality

(41) r > 0.

In fact, by equations (22), (23), the above inequalities (39), (40) can be rewrit-
ten
Oyr < 0, Opr < 0.

This in particular implies that the r function can be extended to the boundary,
and sequences (u;,v;) as above correspond to points (u,v) on the boundary
with r(u,v) = 0.
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This immediately derives, from (30) and (31), the bound

)\ >\ T4+
<— frnd
o) € T2 0) =

(42)

and from (37) and

) av(lfu):(lfuﬁ(i)QN

the bound

1
(u,0) < —,
1—p — U a4

(44)

for all (u,v).
To bound now the double integral in X, it certainly suffices to establish
bounds

1%
(45) / —Guv (U, v)dv < g,
0 u

with v > 0, and

U
(46) /0 —Gup (U, v)du <

Recall from (20) and (21) that

v v vV o9y
/ —guv(u, v)dv :/ O2dv = —/ v
0 0 o 1—u

By the bounds (44) and (41) it follows that

Vo 1 |4
—/ e —— [ Mv<
o 1—p atu Jo a4

V—v

r(u,0),
which yields (45). The estimate (46) follows similarly by applying (42). O

It should be noted that bounds of the form (44) and (42) are a general
property of spherically symmetric trapped regions, independent of the choice of
matter model (in regular regions, one has only the bound (42); see [7]). Their
applicability is severely restricted, however, by the fact that the bounds become
degenerate near u = 0 or v = V. Of course, it is precisely this degeneracy that
is responsible for the so-called blue-shift effect discussed in the introduction.
On the other hand, degeneracy renders the task of controlling the solution—
in its domain of existence-much more difficult. For example, integrating the
equation (25) using the bound (42) or (24) using (44) in the hopes of obtaining
a lower bound on r near the Cauchy horizon is fruitless.® It turns out that to

6These bounds are however useful for the issue of local existence.
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exploit to the maximum extent the control provided by (44) and (42), one must
consider various regions separately, taking advantage either of their shape or
of the signs they determine. This will be one of the main themes of the next
section.

6. Stability of the area radius

In this section, it will be shown that, after restricting to sufficiently
small U, the maximal domain of development of R; data coincides with the
maximal domain of development for the Reissner-Nordstrom solution, so that
its boundary will be the Reissner-Nordstrom Cauchy horizon. Moreover, the
behavior of r along the Cauchy horizon will approach its Reissner-Nordstrom
value as the point at infinity on the event horizon is approached. The precise
result is contained in the following:

THEOREM 1.  Let (r,\,v,w,0,() be a solution of the equations with
Ri-initial data. For sufficiently small U,

E(U) = D(U)

and v > k in D(U), for some positive k > 0. Moreover, r extends to a
continuous function along the Cauchy horizon with

lin% r(u,V)=r_.

We discussed at the end of the previous section the fact that the bounds
(42) and (44), when substituted in (25) and (24), are in themselves insufficient
to provide the desired global control of r. These bounds were obtained by
integrating (24) and (25) in absolute value. It is clear that to obtain a better
bound, one must understand the signs of the right-hand sides, or what is
equivalent, the sign of the quantity

62

(47) el

On the initial segments, this quantity is negative, bounded strictly away from
zero. This is the unfavorable sign from the point of view of controlling r. One
may at first hope that the region where (47) is negative could be controlled a
priori in such a way as to control all the dangerous contributions in (25). That
such an attempt is fruitless can be seen from consideration of the Reissner-
Nordstrém solution:

In the Reissner-Nordstrom solution, the quantity (47) indeed monotoni-
cally increases on every line of constant u, approaching the positive (“good”)
constant f—i — wy, on the Cauchy horizon. In particular, there is a spacelike
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curve I' terminating at p = (0,V) such that é — w is negative in its past,
positive in its future, and vanishes on it.

The behavior of v on I', however, is already bad: —v ~ w~'. All that can be
obtained then is —v < ™! in the future of I'. Integrating this bound in the
future of I' is clearly insufficient to retrieve the desired lower bound on r.

What ensures the boundedness of  from below for the Reissner-Nordstrém
solution is the favorable contribution to v, given by the sign of % — w in (25)
in some region to the future of I'. It would seem then that to control r in
our case we would need to be able to extract a quantitative estimate of this
contribution, but unfortunately, as will be shown in Section 7, one cannot
expect that the Reissner-Nordstrom behavior of the sign of (47) will persist up
to the Cauchy horizon. For if r is bounded below by a positive number, and
w — o0, the quantity (47) will become negative, and thus contribute again
unfavorably to v in (25).

It seems then that the proof of Theorem 1 must incorporate:

1. The existence of a definite region of favorable contribution from which
we can extract a good bound for v from (24).

2. A way of extending the bound obtained on v in the future of this region
which does not depend on the sign of é —w.

Step 1 is a question of stability. The region of favorable contribution will
be of the form IT(I') N1~ (v),
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where I' is a curve corresponding to the Reissner-Nordstrom I above, to be
specified in Proposition 2, and -y is defined by a relation

'y:{(u,v)]uQ:V—v},

for some @ = Q(s) to be chosen later. (This s will depend on the initial data;
recall the definition of Rj-data.) We must derive sufficient information on
the behavior of the solution in this region to extract the necessary favorable
contribution. This will require a combination of a lot of bootstrapping, with
careful a priori understanding of the geometry of the region.

Step 2 will require bounds independent of the size of the data. We will see
that although it is impossible to control (47) independently of o, it is possible

to control the quotient

e2

T
1—p’
from above, independently of w. This control depends crucially on the global
monotonicity properties of w and 7.
We are now ready to begin the proof of Theorem 1. Step 1, as outlined
above, is achieved by three stability propositions, the most basic of which is

PROPOSITION 2.  Let (r,\,v,w,0,() be a solution to the equations for
Ry-initial data. For sufficiently small U, there exists a spacelike curve I' C
E(U), terminating at p = (0,V), such that, for (v',v") € T,

62
(48) ( - w) (u,0") =0

2
(e? —w) (u,v) §O} ,

with I=(T") containing in particular (0,U) x 0. Moreover, as u' — 0,

where

(49) I"T)CG= {(u, v)

(50) w(u') — wo,

(51) r(u') — 7o,
on I', where ro = ;—20

From the equations (33) and (34) we deduce that in the region G

0 Clv

< |2z
(52) Ou )\‘ - lvlr
and

¢ ‘ DY

2l |2 2
(53) O v|— Al T
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We seek bounds on % and % at any fixed point (@, ?) such that
(54) J(a,0) C G.

Assume (as a bootstrap assumption) a bound
(55) c<r,

for some ¢ > 0 to be determined later.
Integrating the inequality (52) along the v = v edge of J~ (@, ?) gives

H

ﬂ)[ﬁ-%@%mmL

K(u, 0)du.

r

14

Thus,

‘g’(ﬂ 0) < ( sup
AT T U

This then implies

¥ @) < ( sup CD (log 7+ — log (@, 3)),
A J=(a,5) 1V
and thus,
0
—|(a,v) <C sup |=
’)\ (@) J-(a,0) 1V

Since this remains true if (@, ) is replaced by any point (4,0) € J— (@, ), we
have

¢

v

(56) sup
J=(a,0)

0’ < C sup
J-(4,9)

Now integrating the inequality (53) along the u = @ edge of J~ (u, ) gives

Cl,n - /ﬁ "9 AL ¢l -
> < _|ZZ > .
o < [ =[5 2@+ | @o)
Thus,
e ()2
> < Z _Z >
| (@0) < A W Y - ) (@v)dv+ > (@,0)
In fact,
sup < < sup {/ ( sup QD (—é> (u,v’)dv'}+ sup ’5‘
J-(a0) 1V 7 (we—(ap) (/o \u-(aw) A T v=0 |V

0<u<U

Since the integrand is positive, r is nonincreasing in u, and |A| is nondecreasing
in u, and by virtue of (24) and the hypothesis (54), we can bound the first
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supremum term on the right-hand side by the corresponding integral along the

segment @ x [0,0]. That is,
) (5 @ s

< [ (jm
0 \J— (@)

sup

J(w,0) 1V sty v
Thus, substituting this into (56) yields
A ~ / / C
(57) sup < C/ sup |~|| (== (4,0v")dv" + sup |
J” = (@) " osasv

Now, applying Gronwall’s lemma, we obtain that

¢
< >
(58) ’)\ ¢ svu%) ’1/’
0<u<<U
and thus also
¢l - -
> < >
(59) (@ 0) <C sup |7,
0<u<U

for some constant C'.

We will thus obtain bounds of the type (58), (59), as long as we can
retrieve our assumption (55) for some choice of c.

For convenience, we introduce a further bootstrap assumption,

(60) w < 2wy.

Integrating equation (26), and taking account of the bounds (55), (60),
and (59), we obtain

2
(61) w—wogC(sup E) :
oducu

Since by (30),

— 0

v

(62) sup
ogngU

as U — 0, we can choose U sufficiently small so that w — wg < wp. In
particular, this retrieves (60). But now, since 1 — u < 0 in D(U), the relation

2
l—p=1- = + 6—2
r r
yields the lower bound
2
—<r
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62
4o
bootstrap assumptions have been improved, as desired, so we indeed obtain—

after a standard continuity argument—(58) and (59). Recalling the initial data,
we have, for any fixed ¢, the bounds

In particular, if ¢ < we achieve (55) with ¢ > ¢ replacing c¢. All the

(63) ‘g (u,v) < g,
(64) ‘ZC/ (u,v) < ¢,

after appropriately restricting U.
Consider now the region X defined by

(65) X = {(u,v) [T (u,v) C G}.

By local well posedness, and the fact that after restricting U, we have % —w <
—C < 0 on the initial axes © = 0 and v = 0, it follows that X is nonempty.
Moreover, X is a past set, so that X is an achronal Lipshitz curve, terminating
at p.

We first exclude the case where this curve has a component on the Reissner-
Nordstrom Cauchy horizon, i.e., the case where after sufficient restriction of U,

X ={v=V}.

If this is the case, it is clear that after restricting to even smaller U, we have
(63), (64) and a lower bound on r, throughout D(U). The sign of (25) and the
equation (43) yield, for fixed v > 0, a bound

(66) (1= p)(u,v) < (1= p)(u,0) <-C <0
on u x [0,V]. Integrating (31) from 0 to u, using the bound for r~! and ‘% ,
we obtain \ \
- — T+
1_M(u7v) 1_ILL(O7U) V_U'

This and our bound (66) imply that fOV AMu,v)dv = —oo, which contradicts

our bound on 7, in view of (23).
o2
<? - w) (u,v) = O}

It now follows that the set
is nonempty, and that 90X \'Y consists of null segments emanating from points
of Y. Our bounds (63) and (64) imply, however, that on 90X,

Y =0XnN {(u,v)

©7) o, (i—z - w> - _r—‘fx - %(1 — ) <§>2A S (CN)(Ce? — C'e) > 0



THE EINSTEIN-MAXWELL-SCALAR FIELD EQUATIONS 901

and similarly

o2 2 2
(68) Ou <——w>>—y—%(1—u) (§> v >0,

r r2 v

after sufficient restriction of U. It follows that
2
e
— —w >0
r

on 0X \ 'Y, and thus this set must be empty, i.e.,
(69) Y = 0X.

Defining now I' = 90X, we see that the relation (49) is immediate, (48) follows
from (69), and the inequalities (67) and (68) yield that I" is a spacelike curve.
The bounds (63) and (64) then give (50), and this, in conjunction with (48),
gives (51). O

Since we expect to use to our advantage in (24) and (25) the potential size
of [ i*;du and [ ﬁd’u, special care has to be taken where - —w = 0.
We will thus need the following refinement of Proposition 2:

PROPOSITION 3.  Let (r,\,v,@,0,() be a solution to the equations for
Ro-initial data. For sufficiently small E > 0 and U = U(E), there exists for

2

each —our% <n < E a spacelike curve I'yy C E(U), terminating at p = (0, V),
such that, for (u',v") € Ty,

2
(70) ( - W> (u',v") =,
and

(71) I-(r,) C {<u, v)

Moreover, as u' — 0,

(72) w(u') — wo,
(73) r(u') =y,
on I', where r, = #j-n

We first consider the case of negative 7. Defining I';, by

(52)-oren
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we have, from the bounds derived in Proposition 2, that, after restricting to
sufficiently small U, independent of n, I';, is a spacelike curve satisfying all the
required conditions.

For the case of positive 7, consider the region

2

(74) {og < = §3E}mﬁ(r).
r

For sufficiently small F, the relation

1
1—po = —((ro—e)(ro +¢)),
o
together with the fact that ro — e is bounded away from 0, and that @w > wy,
yield a bound |1 — p| > ¢ > 0 in the region defined by (74).
. e 2 L :
The locus of points satisfying <- — wg = 3F is either empty or is an
achronal curve terminating at p, since it is defined by the condition r =
constant. In particular, this implies that for any point (v/,v’) in the re-
gion defined by (74), the second inequality of (74) holds on J~ (v/,v’). In
fact, J~(u/,v") N IT(T) is contained in the region (74). This can be seen
immediately: Since I' is spacelike there exists a unique v’ < v’ such that
(u',v") € T'. The first inequality of (74) now follows since r(u’,v") > r(u/,v'),
(% - w) (u',0") =0, and w(u,v"”) > w@y.
We are now set to bound % and % in the region defined by (74). Integrating
(33) yields

(75)
9|, , , /(u’ﬂ/)
—|(u,v) <
S= (o,
where (u”,v") is defined as the unique point on the line v = v’ such that
(u”,v") € T. The existence and uniqueness of such a point follow because T" is
spacelike and its past contains (0,U) x 0.
By the above bounds, and since an a priori upper bound on w is not
2
necessary in view of the sign of £ — w in (75), we obtain
0 (u/7vl) —U
‘_ (u/’v/) SC / g ( )
A (’U//,'U,) 14 T
and similarly,

(u' ")
’ g (ul’ U/) g C </
vV (’U/,’U”)

where (u,v”(u)) is defined as the unique point on the line of constant u such

¢

1%

@) 2y 1 (52 )
—V 0 = ——w |du
—( )du—i- ’—)\ (u",v/)> gl (W) 1mur?

)
¢

- ('U/,'U”)) ,

A

9‘ (=)

dv—i—‘—

r

that (u,v”(u)) € T'. The two inequalities above now yield
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(W) plun)) _ _
Yoy < e [0 [0 N
A (" v') J(upr) r

") 1
+ 02 /u
u’!

—l—C‘% (u”0").

0
A

¢ (u,v"(u)) (=v) du

v T

Since [Adv and [wvdu can be bounded in absolute value by C'E, we obtain
that

(u',0") < C'E sup 9‘ + D,

(76) ;
J— (! p)NI+T) | A

> |

where D bounds the supremum of ‘%’ and ‘%’ on I', and thus can be made
arbitrarily small by suitably restricting U. It follows that

(77) sup
J=(u " )NIH(T)

9‘ <CFE sup
J=(u " )NIH(T)

0
' p
J+’

whence, for E < (2C)71,

(78) sup

0 ’ D

— < ,

AT 1-CFE

which can be made arbitrarily small by appropriately restricting U.

In view of (78), (27) is a linear differential inequality for w that induces
the bound

(79) |w — wo| < E,

after restricting U. In particular we have an upper bound for |1 — p|. Applying
again (78), and the above bounds on 7, we deduce from (67) that

62
(80) @(rw>>0

Thus, in the region defined by (74),

62

0< — —w<3F.
r

This can be slightly refined. First, note that every line of constant u
must leave the region defined by (74), as the value of v is increased. For
otherwise, the above bounds would imply that the solution exists up to the
Reissner-Nordstrom Cauchy horizon, with lower bounds on 7, ‘%’, ‘%‘ and a
lower bound |1 — u| > C” in the future of I'. In that case,

/ou1 <£>2 (—v)(@,v)da < C.

r \V
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Then applying (31), for (u,v”) € T' we would obtain

(u,V) o 1 (w,V) A o
/ —ANu,0)do > C / (u,v)do
(") (o) 1= p

1A —1 V) A ~\ 7~
> (C'C) / (u,)dd = o0,
07y 1 —p
which contradicts our bound on r, by (23).
It follows now from our bounds in the region (74) that for every 0 < n < E,
and every u, there is a unique point (u,v(u)) with the property that

62

(W) —wo =0+ E.

Moreover, as the locus of points satisfying the above equality is a curve of
constant r, it is clear that since A and v are negative, the set of such points
forms a spacelike curve I'; . g . It follows that on I, o we have

NS ——w.
r
In particular, this means that we can choose for each u a unique (by (80))
point in the region I (I') NI~ (T';)4+g,0) such that % —w =, and it is clear,
again from our bounds, that this set of points forms a spacelike curve I';, with
the desired properties. O

In the region I~ (I'g), good estimates for the matter were derived relatively
easily, and this allowed us to prove that the Reissner-Nordstréom solution is in
some sense stable. Such estimates are more difficult in I (T'g). As explained
at the beginning of the proof, however, we can establish stability at least on
some subregion of IT(I'g). The geometry of this region must be precisely
understood a priori. The first step is to understand the geometry of I'g itself,
i.e., its position in (u,v) coordinates, and the behavior of A and v. By fixing
any curve 'y« with n* < 0, chosen from the foliation of I~ (I'g) by the T,
produced in Proposition 3, and considering separately its past and future, one
may derive bounds on the desired behavior of I'g. Choosing n* smaller induces
better bounds but requires more restriction on U. The optimal bounds reflect
the proper combination of these choices, as explained in the following:

LEMMA 1. For § >0 and (u,v) € I+(F—a+ri/2+6) NI~—(Tg),

2 1 2\ 1
(81) IAl(u, v) ~ <n+ a+r+> vy V() ~ <n+ OM*) -,

2 v’ 2 U

where 1 is defined by (u,v) € I';), and
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%4 ayry—e(6,U) 1 1 Vv atr4+e(8,U)
2 - _
(82) (v—u> <O Moy < <V—v) ,

for some constant €, where ¢ — 0 as (6,U) — (0,0).

To prove the two relations (81), we first note that by integrating (31) and
(43) and applying the bounds in I~ (I'g) derived previously for r—!, %, %, we
deduce that
A A 1 v v 1
1_M<u7v) 1_/./6(’0) V—'U’]_—/,L(U7v) 1_H(u7 ) U

in this region. Thus to show (81) it suffices to bound |1 — p| away from 0. For
n > 0, we have (u,v) € IT([')N I~ (T'g), and we recall that a lower bound for
|1 — p] in this region has already been established in the context of the proof
of Proposition 3. For (u,v) € I';, with n < 0, we first note that r, — r(u,v) is

2
bounded from below by a constant multiple of n+ ag* . This is so because the

upper bounds on ‘%Land |1 — p| imply that J,w(-,v) can be made arbitrarily

, and thus, in particular, it is bounded. We now fix some

small by restricting
no < 0, and consider separately the cases n < ng and n > n9. For n < g, since
(36) implies

) 2<% (% =),

and (% - w) <o in I~ (I, ), we obtain the desired lower bound on |1 — x| by
integrating (83) on the segment from (0,v) to (u,v). As for n > ng, since the
I, are spacelike, there exists a point (v/,v) € no, with v’ < u, and by (83) it
suffices to obtain the bound at that point. We just appeal then to the previous
case 11 < 1.

We now turn to establishing (82). The first step is to derive the inequalities
(82) just for (u,v) € T 2 /245" The idea is to compare the bounds on v given
by (81) with what one obtains by integrating (25). Since we are able to control
all the terms in (25), integration will yield bounds for the size of the domain.

Integrating (25) on the segment u x [0,v], where (u,v) € U2 246

—oyT

recalling the initial condition v(u,0) = —1, and substituting from (81), we
obtain
1 vo2 [e? A
4 -1 — ~ — — / _ _ / /'
(84) C(s )u v(u,v) = exp M (r w) 1_M(u,v)dv

For (u/,v") € J~(u,v), we can bound the terms appearing on the right-hand
side of (84) by

62

2
—a; —e(6,U) < 3 (7 — w) (v, V') < —ay +¢(6,U),
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and also,
T4+ )\ T4+
1—¢e(6,U < <
( 8(7 ))(V_U) 1_#—(‘/_/1))7

in view of our bounds on ’%‘ Thus

(1—¢&)(oy — &)1y log (v‘i 5 = (1—e) /O (o4 = g’

= (g +¢)rylo _V
- + + 108 (V —_ ’U) )
and (82) for (u,v) € T’ 2 /246 follows from exponentiating the above in-
equality and then combining the result with (84), after redefinition of .

The next step is to show that (82) actually holds in fact for all (u/,v")

satisfying
(85) (uljv/) €I+(F_a+ri/2+5)m]—7(rE>,

thus completing the proof of the lemma. The argument is similar to that of the

—oyr

first step, but the bounds are here easier. Since I'

—ayr? /245 18 spacelike we can

define w and v to be the unique solutions of the equations (u,v’) € T'_ arr? j246)

. ./
(u',v) € F—a+ri/2+57 respectively. We can now bound 7 and “//_1; above and

below by constants depending on 6! by integrating the relations (81), upon
recalling (22), (23), our bounds on r, and our lower bound |1 — u| > ¢(d). It
is now clear that these bounds together with (82) on I'_ 113 /246 imply that

(82) holds for all (u/,v") satisfying (85). O

Our next proposition will require the stronger assumption (38) which de-
fines Ri-initial data.

By the estimates (58), (59), and (78) of the two preceding propositions, it
should be clear that (38) holds in fact on I';, and also with % replacing %

Given s from (38), we will define a curve

(86) 'y:{(u,v)\uQ:V—v},

for some Q = Q(s) > (ayry)~l. Tt turns out that if Q(s) — (asry)~!is
sufficiently small then (38) implies that Q,% are bounded in I~ (7). These
bounds then, together with Lemma 1, will allow us to derive bounds for the
behavior of v on 7, and thus also for the behavior of 1 — . Proving the above
statements is the content of:
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PROPOSITION 4.  Let (r,\,v,w,8,() be a solution of the equations for
Ri-initial data. There exists a Q(s), where s is as in the definition of
Ri-data, and a T > 0, such that, after restriction of U, v defined by (86)
satisfies v C E(U), and for (u,v) € v,

1

—v <
ul=

—(u,v).

Moreover, as u — 0,
(1 - M)(uvv) — 0,

r(u,v) — r_.

After restricting U, Lemma 1 implies that v C I™(I'g). The proposition
will be proved by establishing a number of bounds in I (T'g) N I~ (y). By
a continuity argument, since I'p and  are spacelike, it suffices to show that
these bounds are implied by certain bootstrap assumptions, chosen so as to
hold on T'g, providing that these assumptions can then be improved.

In what follows (u,v) will denote a fixed point in I~ (7). Our first boot-
strap assumption is

(87) (w — o) (u,v) <e.
It follows, of course, that
(& — o) (u,v') < 2,
for (u/,v") € J~(u,v), and thus, for sufficiently small e, we have in fact

2 [e? ~
(88) B>;§—;—w >E>0

in J~(u,v) N I"(Cg). Implicit in the above is in particular the bound
(89) 0<e<r.

In view of our assumption (87), this follows immediately from

2

——=m2>0.
“ 2r m=

Our other bootstrap assumption is
< o
v

(90) (', v") <,

for some o > 0 which we will specify later on.
We note that (88) implies that d,(—v) < 0, and so from Lemma 1 we
deduce that 1
o
—vu,v) <C -
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Defining now the points (u”,v) and (u,v”) to be the unique (since v and T'g
are spacelike) points on the line segments of constant wu, v, respectively, lying
also on I'g, we have

u’ 2
(91) /u ' (g) (—v) (@, o)dii < £ (U)
where ¢/ — 0 as U — 0, and
(92) / ) % (—v) (@, o )dii < Cu”.

The bounds (88) and (44) together with Lemma 1 imply

(u' ") 2 2
(93) exp [/( vy 1 i e (% - w) (a,v’)da]

- o' B(ay)™!
< ¢ {(V - v’)(o‘+”+5)} ’
while (91) and (42) imply that
e\ oy AL, T
_= <
(94) (1 c)V—v’<1—u(u’v)_V—v’
and thus

~—1
95) C —

(W) XN 2 [e? ) oy g
< exp [/(u/,v") T <7 - w) (u ,v)dv]

o/ (T ] Bry

V-

[U’(Q+T+6)_1 ] E(1—¢'/c)

< C [
Integrating (33) and applying (93) yield

/ B(at)™!

CON

(W) < C’[

u
(V _ ,U/)(Oé+7‘++5)
Yo |2
. (a,v")du + ‘

(') C 0 "o
.{/(u//,v/) 2 3 (u”,v") p.

v
Fixing 7 > 0, through appropriate choice of 6y and Qo > (a;ry)~!, we can
ensure that

—T

<u/

o Ba '
|: (V _ ,U/)(Oé+’r’++5) :|
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for all § < &g, (ryay )™t < Q < Q. This can be seen as follows: Defining v by
(v, v) € 7, note that V —v' >V — v = o/ yields the bound

! B(ay)™!

u
(Vv — Ul)(a+r++6)

IN

Blay)™! o
[ulQ(a+T++5)
o~ Ble) Qe +6)—1]

Thus we must simply choose g and Q¢ such that
B(ay) M Qo(ayrs +d0) = 1] < 7.

In particular, we can make such choices for 7 = /2.

Substituting the above bound and the bootstrap assumption (92) into (96)
and recalling the definition of R;j-data, it follows that if o is chosen less than
s, we have

(', v) <.

(97) K

We have absorbed here the constant C' by restricting U.
Integrating the equation (34) and applying (95), we obtain

—1- Bry
<l ., o/ (e+T+10)
> < |
(98) y (u',0) < (V=)
/ aare )17 —E(1=¢/0)
. /v o/ (@+T+—0) ’Q‘ (=) (', B)di
! V - r[) )\ r ’

¢

v

+

(u', 0" } .

u/(a+r++6)’1 BT+ u(a+r++5)’1 BT‘+
(V=) | (V=)

For (u,v’) € v, we have

= (V — v’)—[l—Q_l(a+T++5)_1}BT+’

and thus, given 7 > 0, choosing 01, Q1 such that
[1— Q7 (ayry +61) '] Bry <7,

gives

[/ (et ++8) 7 Brs
S| v

for all 6 < &y, (ayry)™! < @ < Q. From (97) we obtain

(W, 5) < w7 <uT = (V- o)

>
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after appropriately restricting @, and (88) implies that 9, (—\) < 0, and thus
1

99 —A(u, v C——

( ) (U, ’U) < V _ 67

by Lemma 1. We compute

/”’ o @+ +=0) 7! e ‘0’ (—)\)( ', 0)dv
P oy | (W 0)d

" V-2
forsrs )1 ~BO=£/0)
< C [UVT] (V=)@
< (V _ U/)E/2,

where here we must restrict U, and choose ()2, 2 such that
/

B(1-2)1-Q awre -9 2

c

o |

for 6 < da, (ayry )™t < Q < Q2. Again restricting U, we obtain

¢

(' ") Su® = (V =)9,
14

and thus, from the above,

g (U,, U/) < (V . U/)—%—l—Q’ls + (V o U/)—’F—i—E‘/Z

— oy TQFs g ~TQQE/2

< /TS 4 u/—-FQ+QE/2’
which improves our bootstrap assumption (90) after restricting U, provided
that o, 7 are chosen such that —7Q+s > o and —7Q+QFE/2 > o. The bound

(87) is now easily improved by applying (91). This concludes the bootstrap
argument.

We now proceed to obtain bounds for v on v. Let (u,v) denote a point
on 7. As before (u,v”) will be on I'g. From (95) and (25) it follows that

u(a+7_+_5)—1 ‘| 7E~'(1—5//c)

—v(u,v) < —Cr(u,v") l T

and thus, for appropriate choice of constants and restriction of U, we deduce
from Lemma 1 that

1
100 v < —
(100) y<-

for some 0 < 7 < 1.
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In analogy with (91), we certainly have

(101) / <§)2 (N, ) < £(0),

1!

and thus,

—(u,v) > C_ll.

102
(102) T "

The bound (100) along with (102) now show that (1 — p)(u,v) — 0 as u — 0.
Since (101) implies that w(u,v) — wy, it follows that r(u,v) must approach a
root of

r? — 2wor + €2 =0,

and since r is bounded above away from 74 on I', that root must be r_, and
the proposition is proven. O

This completes Step 1 of the proof of Theorem 1. The second part of the
proof amounts basically to showing that (100) carries over to the future of ~.

It is convenient to argue by contradiction. Assume that there exists a
spacelike curve r = r_ — k terminating at p for some k. (This is certainly
incompatible with the statement of the theorem.)

We now proceed to bound v in the region

S=It(y)n{r>r_—k}

We partition this region into three sets S1, So, and S3 where

S, = {E > 0} ns,
T
o2
Sy = ——w>0;N8,
r
S; = (Sl U Sg)c ns,
and C' must be chosen large enough, in a way which will become apparent
below.
We will show that we have a bound
C
103 —v < .
( ) v ul—7

Since such a bound holds on 7 by Proposition 4, and also 0,(—v) < 0 on S,
it follows that it suffices to prove that the bound (103) holds for each point
(u',v") of S; U S3 provided that it holds for a corresponding point (v, v")
defined uniquely by the two relations
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2
(104) (e_ - w) (u',0") =0,
and

2
(105) <? - w) (u',v) <0,

for v <wv <.
In S, we can bound
2 2
£ —w 1
—u r

sw| ®

M

lr-—®_
r2 1

<l
+ |1
Hm

1-2

by C and the lower bound on r provided that the former is big enough in
comparison to the latter. If (u/,v") € S3, we note that (1—pu)(v/,v") is bounded
from above by (1 — u)(u/,v"”). (See (36).) In view of (104), (1 — p)(u/,v") is
seen to be bounded away from zero by writing

1
1— p(u',v") = W(T(Ula V") —e)(r(w,v") +e)
and recalling that 7 < e — e in I (T"). This then bounds

2
€
15 —w

r2 1—pu

in absolute value, since on S3, w is bounded. From the above and the bound
on [ —Adv given by our bounds on r, a bound (103) throughout the region
It (y)N{r >r_ — k} follows from (25).

In view of Proposition 4, we can restrict U so that r is bounded below by

r_ — % on . By our hypothesis that the curve r = r_ — k terminates at p, we
now have
k (u”,’u/)
(r-—2)—(r—-—k)< / —vdv
2 (u' ")

for (u/,v") € 7, where (u”,v') is defined uniquely by (uv”,v") € {r = r_ — k},
and thus from (103),
k nT T
(106) 5 < Cu" —u'").
Since (u"" — /") — 0, as v — V, we obtain a contradiction.

It follows then that in D(U), we have r > r_ — k with k — 0 as U — 0.
The solution thus exists up to the Cauchy horizon, and by our bounds on v,
it follows that r is in fact continuous with lim, .o r7(u, V) = r_. The theorem
is proved. O
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7. Blow-up of the mass

In the previous section, it was shown that there exists a nontrivial class
of initial data such that for small enough U, the solution exists all the way
up to the Cauchy horizon. We are interested in determining the behavior of
the mass parameter w of the solutions as the Cauchy horizon is approached.
In this section, we will construct a large set of initial data for which the mass
parameter blows up.

We note that since ( = # = 0 at the origin of our coordinate system, the
condition that ¢ > 0 on v = 0 in a sufficiently small neighborhood of the origin
minus the origin itself defines an open set of initial data. This of course implies
that 6 is positive on that neighborhood.

We define a new class of data Ry by the open conditions

(107) 6,¢>0on (0,U] x 0,
and
(108) ¢ > cu® on some interval (0,u’) C (0,U),

for some s < sg, where sg > 0 is a constant depending on the fraction ;—;,

satisfying sg — oo as :—:L — 0. We will only consider the case

r_ 1
109 — < —.
(109) 4 V2

A more careful analysis based on the first order perturbation theory [3] could
perhaps entirely remove the condition (108) if a condition similar to (109) is
satisfied. Note that (109), for fixed wy, is a smallness assumption on e.

The condition (107) implies a monotonicity property for the scalar field,
which will play a fundamental role in this section:

PROPOSITION 5.  Let (,0 be a solution of the equations (28), (29) in a
region R satisfying v < 0, A < 0, with v and X\ in C’lloc, andr > 0. If ( > 0,
0 > 0 on an achronal curve K, then ¢ >0, 0 > 0 and

(110) 9 >0, 0,020
in RN d(K) where d(K) denotes the domain of dependence of K.

Notice first that if K were an achronal curve for which the strict inequal-
ities

(111) 0,(>c>0
held, then it would follow that
(112) 0.¢>0
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in d(K). For if not, there would exist a point (u,v) such that 6(u,v) = 0 or
C(u,v) =0, but 6, > 0in d(K) N J~ (u,v). Integration of the equations (28)
and (29) would then yield a contradiction.

We can now extend (112) to the case where the inequalities (111) are not
strict by noting the following continuity principle:

Given a fixed metric satisfying the conditions of the theorem, the initial
value problem for 6 and ( is well posed on all compact subsets of K, for instance
in the C° norm. In particular, we can approximate § and ¢ on K in this norm
by a sequence 0;, (; satisfying the strict inequalities (111). The inequality (112)
is satisfied for all 6;, (;, and by continuous dependence on the data, it is thus
satisfied for 0, (.

The inequality (112), our assumptions on v, A, and the equations (28) and
(29) now imply that 9,0 > 0 and 9,¢ > 0, as desired. O

In particular, we can apply the above proposition to our solutions with
K equal to our initial null segments to yield the inequalities (110) in D(U).
We see, applying again (28) and (29) and our knowledge of A and v that the
inequalities (110) are strict in this case.

The monotonicity established above can now be applied to the mass dif-
ference. This gives the following;:

PROPOSITION 6. Let (r,\,v,w,0,() be a solution of the equations satis-
fying (107). Then

(113) o’ v") — o W) > oW V) — o, v)

foru” > and v" > ', and similarly, with the roles of u and v interchanged.

We will prove (113); the analogous result with u, v interchanged follows
immediately. We can write (26) as

1 ,1—p
114 oo =~ H
(114) duw = LT
Now, by Proposition 5, it follows that 9,(¢?) > 0. Also, it is clear from (44)
that .

d, ( A ) > 0.

v

Thus,

Oy (u,v") > Oywo(u,v').

Integrating the above inequality from u’ to u”, gives the result of the proposi-
tion. O

We are now ready to prove the main result of this section:
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THEOREM 2.  Let (r,\,v,w,0,() be a solution of the equations with
Ro-initial data. Then w = oo on the Cauchy horizon.

As explained in the introduction, this result is motivated by what is es-
sentially a first-order perturbation theory calculation. For the considered class
of initial data, we solve the linear system for 6y;,, (jin on the fixed Reissner-
Nordstrém background, and compute that for v < V, u > 0,

\% 92
(115) / i (4, 0")dv' = 0.
v ‘)\RN’

To first order, then, the back-effect on w is computed by integrating (27).

Writing 1 —pu =1— QTW + ;f—z, and integrating (27) as a linear equation in w we
have that w blows up at the Cauchy horizon.

In view of the equations (28) and (29) for 6, ¢, and the behavior of A, v
in I7(T), it is not unreasonable to hope that in the nonlinear problem, 6 is
at least as large as ). It turns out that condition (108) implies that the full
extent of the linear theory is not necessary to obtain (115), but rather, simple
ordinary differential equation estimates, along with monotonicity, suffice. We
will see that this carries over to the nonlinear case.

The quantity A, however, poses a difficulty. It can easily be seen that
(essentially) |A| > |Arn|, and thus A7 < [Azy|- It is not immediately clear
whether the gain in 6 is sufficient to overcome the loss in |A7}|, so as to be
able to show that (115) is still true in the nonlinear case.

It follows from the above discussion that the calculation (115), as it stands,

is useful for the nonlinear theory only in the case where

(116) A ~ ARN.
In Step 1 of the proof, we show that the assumption
(117) lim w(u, V) = wy

U—

implies essentially (116), and thus allows the “first-order” argument—as we have
described it above—to go through, yielding infinite mass, and thus a contradic-
tion. The fact that (117) is sufficient to imply essentially (116) depends heavily
on the monotonicity of Proposition 5, and in addition, on the monotonicity of
A in I1(T) that will follow from (117).

This will reduce the problem to the case

(118) lir% w(u, V) > wo.

Step 2 will show how this inequality immediately implies that the mass blows
up. The argument depends entirely on the monotonicity of Proposition 6: The
crucial fact is that since there exists a spacelike curve I' terminating at (0, V)
along which w(u)|r — wp as u — 0, the assumption (118) implies that a mass
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difference bounded below away from 0 between I' and the Cauchy horizon
persists as © — 0. The monotonicity of Proposition 6 then yields infinite mass
difference along any curve of constant u > 0.

We are now prepared to carry out the proof. Assume first (117). We hope
to derive a contradiction (Step 1).

It is clear (for instance from our construction of I'g), that in the case of

(117), we have in fact that
2

e
——w>0
r

in IT(T), after restricting U appropriately. This then implies the important
inequality

0
(119) Oy (——) >0
A
in IH(T).
It turns out that (119) allows us to control the behavior of T L o First note

that for each u’ < U, denoting (u/,v'(u")) to be the unique point satisfying
(u',v") € v, we certainly have

(120) /((ul’V) (%)2 (=A)dv < o0.

u/ ')

For otherwise, integrating (27), we obtain

w(u,v) = {W(U’vv/)
L) e (e [ () v}
o[ () ]

and by the bound r < r_ + ¢ in I (v), after restricting U, and noting the
inequality @ (u,v") > @y, we can bound the integral of the second term by

L, v1<g)2 B _/(u',@)1(§>2 Ry
ew(u,v)/v/r 3 (=) exp w7 X (=\)dv

If U is restricted so that ¢/ < 1, this gives that w — oo, contradicting (117).
The inequality (120) now implies that as v, vy — V, vy > vy,

(u';02) 79\ 2
/ (-) (=\)dv — 0.
(') \A

By (119) it follows that for u < u/,

/(U’W)(O)Q( Nd </(u,’1}2)<9>2( \)d
— ] (=N)dv — ] (=N)dv.
(u,v1) A o (u’,v1) A

do < 'w(u',v").
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Since v is a spacelike curve terminating at p, in particular v/ — 0 implies
v/ — V, it is clear that

WV) r9\2
121 lim sup / (—) —A)dv = 0.
( ) U—0 O<u/'<U (u’,v’) )\ ( )
The bound (121) and the known properties of ﬁ on v now clearly imply
that

(u,v) > 1

22 T

for some constant ¢ satisfying e — 0 as U — 0.

We now proceed to see how (122) also determines the behavior of A along
any line u = up as v — V. First, note that from our assumption (117) and the
result of Theorem 1, we have

2 (e
ﬁ 7—73 — O

in I (v), where e(U) — 0 as U — 0, and a_ is defined by

2 [é? Ty —T_
=2\ T T e
re \7T_ T

(123) < ()

In view of (123) and (122), we have determined bounds in J*(v) for all the
factors in (24).

On ~ itself, Lemma 1 and the fact that —\ is nonincreasing in u on
JT(T)N J () yields a bound

C
V—v
By virtue of the above bound, it follows immediately from integration of (24)
that

—AMu,v) <

(124) “Au,v) < (V- )@ amer el m(amag e
< (V _ U)r+a_feflu—a,a;1—a

in I*(y), where ¢ is some generic constant with ¢ — 0 as U — 0. The
dependence (U) includes of course a choice of Q(U) such that Q — (ayr, )™t
— 0 as U — 0. Thus, assuming only (117), we have obtained that A behaves
essentially like ArN-.

On the other hand, we can quickly obtain rough” lower bounds for # in
two stages.

"By not deriving sharp bounds, we lose in accuracy wis & vis the predictions of first order
perturbation theory.
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First, we determine lower bounds for the behavior of § on T, YIS

through integration of (28). This in turn requires lower bounds for —\ in
Iﬁ(rawi/?%)' Writing for instance

N A l—yp
1—p v

)

and recalling our bounds on the first two factors on the right-hand side, as well
as

> (V _ ,U)—a+7’++6’
which follows from Lemma 1, we obtain
~\ > (V _ ,U)—a+r+—1+6u.

Substituting this relation in (28), and noting that after restricting U, we have
by (108) that ((u,0) > cu®, and thus by Proposition 5, ((u,v) > cu®, we obtain

(125) O(u,v) > (V — v)~0+r+ 710+ (s+2)(art0)

for (u,v) € Loir2 joyse  Now, we simply note that (125) must hold in
I~ (Fa+ri/2+5) by virtue of Proposition 5.

wV) /0 2
— —A)dv,
/(u,v) (>\> ( )
using the above bounds (125) and (124), after suitable choice of 4 and U, it is
clear that this integral is infinite for s satisfying

1 2
(126) s <3 (T—+> ~1,

r—

Computing

and this contradicts (121). Note that (109) implies that solutions to (126)
exist, and that we can choose s — oo as ;—; — 0. This finishes the case (117).
We have thus reduced the problem to the case where (118) holds (Step 2).
Define w* = inf,—y w. By (118), w® > wy. Thus, given ¢ small, we can
choose a U such that w|pr < wy + €, where w + 3¢ < w*.

The argument will be similar to the one that obtained (121), except that
here we will not argue by contradiction. Two sequences of points (u;,v;),
(u;, ;) will be constructed as follows: For some (u;,v;) € I', let (u;, 9;) be the
point where w(u;,0;) = wp + 2¢. Define now v;11 = ¥; and choose u; 41 so
that (uiy1,vi+1) € I'. The original (uj,v1) can be chosen arbitrarily on I'. We
note that this procedure produces an infinite sequence of points, and of course
Vi1 > V5.
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Now choose a up > 11 and consider the points (ug,v;) and (ug, 9;). From
(113), it is clear that @ (ug, ¥;) — @w(ug,v;) > . Thus
N
w(ug,vn) > w(ug,v1) + Y w(uo, ¥) — w(ug,v;) > Ne.
i=1
It follows that as N — oo, w(ug, vy) — 00, i.e. @ = oo on the Cauchy horizon.
O

8. Predictability and strong cosmic censorship

The notion of predictability is intimately related to the required regularity
for solutions to the Einstein equations. For a careful general discussion of some
aspects of these issues, the reader may consult references [12], [13] and [6]. This
section will present two alternative notions of predictability that have appeared
in the literature, one for relatively high, the other for relatively low regularity,
and discuss the status of each in the context of the initial value problem of this
paper and in the light of the results of Sections 6 and 7.

As strong cosmic censorship is the conjecture that “generic” initial data
in the class of physically reasonable data is predictable, it turns out that the
two different formulations of predictability will lead to different “verdicts” for
the conjecture. The reader may be concerned that the class of initial data
considered here does not seem broad enough to properly address the prob-
lem of “genericity”. In particular, as explained in the beginning of Section 4,
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Ry data do not in fact arise from sufficiently general, physically appropriate,
spherically symmetric, spacelike, complete initial data.® Nonetheless, as dis-
cussed in the introduction, from the point of view of the arguments based on
linearization (see [3], [19]) which originally motivated the formulation of strong
cosmic censorship, Ry data can be thought of as a first attempt at a sufficiently
general class of data, and Ry data can be thought of as “generic” in this class.
It is in this informal sense that we will refer in this section to our result as
“supporting” or “not supporting” the strong cosmic censorship conjecture.

The two formulations of predictability to be presented in this section are
applicable to the initial value problem for any Einstein-matter system for which
there is a well-defined notion of mazimal domain of development. In the class
of solutions considered here for the equations of this paper, such a notion was
defined in Section 5. For another definite example, one can consider smooth
initial data for the vacuum Einstein equations, and the maximal domain of
development constructed by Choquet-Bruhat and Geroch [4]. In general, one
might then ask whether the verdict on predictability may be changed by the
introduction of an alternative notion of maximal domain of development.® For
the initial value problem considered in this paper, however, it is clear that
any notion of maximal domain of development must agree with (D(U), g), as
any extension, in the sense of the definition below, would fail to be globally
hyperbolic.

To formulate predictability we need the following notion of local future
extension:

Definition 1. A (3 + 1)-dimensional Lorentzian manifold (M, §) is a local
future extension of a (3 4+ 1)-dimensional Lorentzian manifold (M, g) if

(127) (M, g) C (M,3),

(128) I~(M)\M' c M,
where M’ = M \ M. If in addition (M, j) satisfies
(129) M # M,

then the extension is called nontrivial.

We are now ready to present our two formulations of predictability. The
most common notion is set by:

8 And in fact, as explained at the end of Section 3, the Einstein-Maxwell-scalar field system is in
a sense inappropriate for studying the problem with such data.

9This is what happens, for instance, in equations for which solutions from general data evolve
shocks. Thus one has to be very careful in interpreting the formulations for general matter.
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Formulation 1. A complete initial value set in general relativity is said
to be predictable if no nontrivial extension (M, g) of its maximal domain of
dependence D exists, where g is a metric with continuous curvature.'®

This formulation captures uniqueness in any class of solutions that are
sufficiently regular to satisfy the Einstein equations in the classical sense.

In our problem, the initial value set is not complete in the u direction, and
thus one must reformulate the condition (129) for nontriviality of future exten-
sions, replacing it for instance by the requirement that M not contain limits of
sequences of points on the spheres whose u coordinates tend to U. From Theo-
rem 2, one obtains that for Ry initial data any (nontrivial) future extension M
of D contains the limit of a sequence of points z; for which w(z;) — oco. This
statement can be made without the restriction on smallness of U, by virtue
of the appendix. By equations (14) and (17), it follows that M contains the
limit of a sequence of points for which the scalar curvature diverges, and since
1 — p1 = 0%0,r, the C' norm of the metric at such a sequence, with respect
to any coordinate chart, also diverges. Thus, for such extensions not only the
curvature is discontinuous but even the metric cannot be C'. This proves in
particular that according to Formulation 1, Rs data are indeed predictable.
Thus, in this view, the result of Theorem 2 certainly supports strong cosmic
censorship, even though the geometry of the trapped region is qualitatively
different, for instance, from the solutions of Christodoulou [5].

Nevertheless, Formulation 1 of predictability seems unnatural from the
point of view of both physics and the theory of partial differential equations.
The blow-up of the curvature or even of the C' norm of the metric does not
necessarily imply that an observer crossing the Cauchy horizon is destroyed,
and thus indicates that under such circumstances, there should still be some
notion of continuation of spacetime, which would necessarily fail to be glob-
ally hyperbolic. Moreover, as is well known, solutions to partial differential
equations can often be defined in rough spaces, and such rough solutions may
have physical meaning. (For recent work on rough solutions to the Einstein
equations, see [16].) This motivates an alternative notion of predictability:

Formulation 2. An initial value set is said to be predictable if there is no
nontrivial future extension (M, g) of its maximal domain of development where
¢ is a continuous Lorentzian metric.!!

It turns out that Theorem 1 rules out predictability, in the sense of For-

mulation 2. We have the following:

10Variations of this formulation add the requirement that the Einstein tensor satisfies the positive
energy condition, and/or require only that the metric be Cb1.

11 This is the notion Christodoulou [6] uses in formulating strong cosmic censorship for the vacuum
Einstein equations.
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PROPOSITION 7. Let (r,\,v,w,0,() be the unique solution of the equa-
tions with Ri-data in D(U), with the additional assumption (107) on the data
for some Uy < U. Denote by M the spherically symmetric Lorentzian manifold
whose spheres are the interior points of D(U) and whose metric g is determined
by r, A\, v, and w. Then there exists a nontrivial future extension (M,Q) of
(M, g), where g is a continuous Lorentzian metric.

It will suffice to construct a 1 4 1-dimensional Lorentzian manifold (Q, §)
nontrivially extending the manifold (@, g) represented by (D(U), g), and a con-
tinuous function 7 on Q bounded away from zero such that, on @, 7 coincides
with 7. An extension M can then be defined by the metric Guv = Gab + 7248

The proof of Proposition 7 will require certain bounds on 6 and {. Such
bounds, as well as an implied bound for the scalar field ¢, are obtained in the
following:

PROPOSITION 8.  Let (r,\,v,w,0,() be a solution to the equations for
Ry data, with the additional assumption (107). The scalar field ¢ is uniformly
bounded in D(U) and extends to a continuous function of r on the Cauchy
horizon.

Using the bounds of r derived before, and noting that ¢ is bounded on the
initial segments, we can obtain a bound on ¢ by integrating either 9,¢ = r~16,
or 9,¢ = r~ (. Consider first the set I~ () and recall the bound (90) for %
This together with the bound

implies that

ul—o
for some positive o. In particular, integrating this inequality on a segment of
constant v, and using the bound on r, we obtain a bound for ¢ along ~.
Turning now to the set I*(y), the bounds (97) and (99) imply that,
along -,
1
(V —wv)l=7"
We will show that a bound of this form for € is preserved in I (7).
For (u,v) € v, (@,v) € v, noting the bound

(130) 0 <C

v
/ —v(u,v)dv < Cu™ (V= 3) = Cu= 74,
G
and using (103), we deduce the inequalities

C(u,v) <C + Cu T sup O(u, v,

v*€[D,v]

1
ulfa



THE EINSTEIN-MAXWELL-SCALAR FIELD EQUATIONS 923

and
1 w * *
— +C sup C(=N)(u*,v)du

O(u,v) < Co—
(w,0) (V —v) @ I+ (y)NJT— (u* )

in I't(y). Here (4,v) is on 7. Since (V — v)'™™ < w!=9, after appropriate
redefining of 7/, we obtain
O(u,v) < CV —v) 7
u
+ 02/ sup  O(u*, v )u* T (=) (u¥, v)du*.
u

o v*elo,v]

Note that the bound
1

— v

—Au,v) <
in I () implies
/ —Cu*_1+T+(°‘+”)71+5)\(u*,v)du* <C(V-v)tate < C.

Thus, taking the supremum and applying Gronwall’s inequality yield a bound
(130) on 6, as desired. Since (V — v)~'*7" is integrable, integration of (130)
(recalling our bound for r) yields a bound for ¢.

The scalar field ¢ can now be extended to the Cauchy horizon by mono-
tonicity, since our additional assumption (107) implies that Proposition 5 holds
and thus 0,¢ is positive.

Moreover, since ((u,v) is nondecreasing in v, it tends, as v — V, to a
lower semi-continuous function ((u, V') defined on the Cauchy horizon, with
range (0, 00]. Integrating the inequalities (103), (130) and recalling our lower
bound on r yield

C

ul—’T

(131) (<

for some constant C' and some 0 < 7 < 1.
Since r is a continuous nonzero function of u, nonincreasing in v, we have
by the monotone convergence theorem

u u
¢(u2a ’U) - ¢(U1a U) - / : T_lC(ua v)du =V / i ?”_1C<U, V)du
uy ug
It then follows from (131) that ¢ is a continuous function of u.

To retrieve the last assertion of the proposition about ¢ as a function of r,
all that is necessary is that r be continuously invertible as a function of wu.
This would follow immediately if v is bounded away from zero on the Cauchy
horizon. We consider separately the case in which the result of Theorem 2
holds and the case in which it does not.
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In the first case, i.e. @ = oo on the Cauchy horizon, note that the spacelike

curve 7 defined by

62

- 27°_W()

has the property that 9,(—v) > 0 in I"7(J). One can certainly bound v uni-
formly away from zero on the piece of ¥ with u € [uj, ug|, where 0 < u; < us.
This yields that 0 < ¢ < —v on [ug,ug] x V for ¢ = c(uy).

Even when the result of Theorem 2 does not hold, the first step of its proof
is still valid, whence it follows that w — wg < € after appropriately restricting
U. From this, one can deduce the inequality

LD
v 1—p

(u,v")dv" < o0.

Otherwise, integrating (25) would yield in view of our control on w that v =
1 — pu = 0 on the Cauchy horizon, and thus r and w would be constant,
contradicting Proposition 6. Now since the above integral is monotone, as a
function of u, and by the bound v(u,v) > —¢ > 0 on any segment v X [u1, us,
with 0 < uy < ug, v <V, where ¢ = ¢(uq,v), it follows again that v(u, V) >
—c >0, with ¢ = c(up).

This lower bound combined with the upper bound (103) yield

0<—v(u,V)<Cul™"

on the Cauchy horizon, and this implies that ¢ is indeed a well-defined, con-
tinuous function of 7. O

We now return to the proof of Proposition 7. First note that fixing any
interval I = [u1, U] x V on the Cauchy horizon, with u; > 0, we have, in virtue
of our bounds for ¢ and v derived above,

(132) — /uug (£)2 v(u,v)du < ¢

1 14

for all v, where ¢ = ¢(uy). This will allow us to define a new system of null
coordinates (u’,v’), now anchored at the point at infinity p, related to (u,v)
by a locally C! diffeomorphism in D(U). We show that, unlike the (u,v)
coordinates, the (u',v’) coordinates remain regular on the Cauchy horizon;
they break down however, on the event horizon.

The origin (0,0) of the (u/,v") coordinate system will correspond to the
point (0,V) in (u,v) coordinates. We normalize v’ on the Cauchy horizon
by the condition v/ = —1. In view of our results on r, this is well defined.
Here we recall that v, A, 0, and ( are defined from r, ¢ by coordinate deriva-
tives. Primes will thus indicate the corresponding quantities defined in terms
of (u/,v") coordinates. The point (r(U,V) — r_,0) will thus represent (U, V).
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To define the coordinate v’, note that since —v is bounded below and -

I—p
nonincreasing in v, it follows that 1 — u(U,v) < —C < 0. This then implies
Voo _
———(U,v)dv < C*l/Adv <C,
w L—p
for all vy € [0, V]. Thus, we can define a coordinate
Vi
v'(v) = — ’ H(U,U)dv,

because the integrand is positive. Then D(U) corresponds in the (u/,v") coor-
dinates to

D(U) = (0,7(U,V) —r_) x (v/(0),0).

By account of all our estimates, v/(u’,v’) is continuous and nonzero in

(0,7(U,V) —r_) x (v'(0),0]. Moreover, 1¥u(u’,v’) is a continuous function,

bounded below by 1. This follows by integrating (31), in the primed coor-

dinates, starting out from points on the line U x (v/(0),0), and using the
bound (132), which holds in the new coordinates as well. Application of
the monotone convergence theorem implies that % extends continuously to
(0,7(U,V) —r_) x (v/(0),0], as a function of u, and our bounds on 6 imply
that this extension is also continuous in v.

We conclude that both —Q/? = 4% and r are continuous functions in
any (u,U] x (v}, 0] satisfying 0 < e(u) < (2,r) < C. Thus, —Q'? and r can
be extended to continuous functions —2'2 and 7, defined on

K = (0,U) x (v/(0),V")

for some positive V’, and bounded 0 < (€2,7) < C, so that the metric § =
—Q2du/dv’ coincides with g = —Q2dudv in D(U). An extension of g with the
required properties has thus been constructed. O

Similar to the smooth extensions of the maximum domain of development
of the Reissner-Nordstrom solution considered in Section 3, the above extension
QoQis global, i.e., inextendible curves in Q which do not approach the trivial
boundary u = U must necessarily intersect Q \ Q.

From the above, it becomes clear that whether strong cosmic censorship
holds hinges critically on the precise formulation of this principle. In the end,
the reader may choose for himself which interpretation he prefers.

9. Appendix: The future boundary of trapped regions

This last section will be concerned with the behavior of the solution at
the part of the boundary of the maximal domain of development that does

not lie on the Reissner-Nordstréom Cauchy horizon, namely 0E(U) N D(U).
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After restricting U, we have found this boundary to be empty for R; data.
The following proposition may provide some justification for our arbitrary
restriction of U in the study of the issue of predictability.

PROPOSITION 9.  Let (r,\,v,w,0,() be a solution of the equations with
Ry data. If OE(U)ND(U) is nonempty, then it is an achronal set terminating at
a point on [0,U) x V', and the functions r and w can be extended continuously
(the latter as a continuous function to [0,00]) to this set so that r = 0 and
w = oo hold identically.

We proceed with the proof. Given a point (u,v), note that the signs of
A and v imply that r~!(u,v) and @(u,v) bound r~! and @, respectively, in
J~(u,v). Applying the above a priori bounds and (42) into (25) yield the
bound

(133) lv|(u,v") < (VYUJC,

for (u/,v") € R(u,v), where C = C(r~!(u,v),w(u,v)). We certainly have an
upper bound

(134) 1—pl<C
which comes from writing

9 2
l—p=1-"24%
T T

Thus, in view again of (42), it follows that we can also bound A:

C
(V —v)

Assuming local well-posedness, in the sense that for fixed initial data and
fixed v, there is a v’ sufficiently small so that a solution exists in J~ (u/, v) with
the norm of Section 5 bounded, the bounds for r~! and =, along with (44),
(42), (133), (134), and (135) allow us to control, first, the C° norm of r, A, v,
w, 0, ¢, and then the norm of Section 5, in all of J~(u,v). Thus, standard
techniques imply that OE(U) N D(U) is an achronal curve, such that if (u,v)
is a point at which the curve is spacelike, either r(u,v) = 0 or w(u,v) = oo.
Let us denote the set of the spacelike points of OE(U) N D(U) by X. We note
that if OE(U) N D(U) is nonempty, then so is X.

We first show that in fact r = 0 and @ = oo identically on X. The relation
1 — p < 0 implies (actually, all that is needed is that m be positive, which is
true in greater generality; see [7])

(135) IA| <

(136) ¢ «w.
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Thus, for (u,v) € X, if r = 0, then @w = 0o, and we simply must exclude the
case 17(u,v) > 0, w(u,v) = co. This will follow if we can bound |v| and |A|.
Indeed, in that case 8 and ¢ may be bounded by integrating the linear system
(28), (29). This in turn will induce w to satisfy a linear differential inequality
from (26), a solution of which cannot blow up in finite u-time. To obtain such
bounds for v and A from integration of (25) and (24), we partition the domain

of integration, as in Step 2 in the proof of Theorem 1, into the set where %

is small and the set where * is large, and in the latter case, make use of the

denominator 1 — p.

We can finally extend the equalities w = oo, r = 0, from X to GW N
D(U) by noticing that r is nonincreasing on null segments, while w is nonde-
creasing. O
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