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Convex integration for Lipschitz mappings
and counterexamples to regularity

By S. Müller and V. Šverák*

1. Introduction

In this paper we study Lipschitz solutions of partial differential relations
of the form

(1) ∇u(x) ∈ K a.e. in Ω,

where u is a (Lipschitz) mapping of an open set Ω ⊂ Rn into Rm, ∇u(x) is its
gradient (i.e. the matrix ∂ui(x)/∂xj , 1 ≤ i ≤ m, 1 ≤ j ≤ n, defined for almost
every x ∈ Ω), and K is a subset of the set Mm×n of all real m × n matrices.
In addition to relation (1), boundary conditions and other conditions on u will
also be considered.

Relation (1) is a special case of partial differential relations which have
been extensively studied in connection with certain geometrical problems,
such as isometric immersions. For example, the celebrated results of Nash
[Na 54] and Kuiper [Ku 55] and their far-reaching generalizations by Gromov
[Gr 86] showed striking and completely unexpected features of the behavior of
C1-isometric immersions of Rn to Rn+1, and Lipschitz isometric immersions
of Rn to Rn. A general result describing a large class of Lipschitz solutions of
partial differential relations more general than (1) can be found in the book of
Gromov [Gr 86, p. 218].

More recently, problems concerning solutions of relations of the form (1)
have been studied in connection with the characterization of absolute mini-
mizers of variational integrals describing the elastic energy of crystals exhibit-
ing interesting microstructures ([BJ 87], [CK 88]). An important observation
which came from this direction [Ba 90] is that relation (1) can have highly os-
cillatory solutions even when the difference of any two (nonidentical) matrices
in K has rank ≥ 2. This situation, which does occur in some very interesting
cases, is not covered by the theorem of Gromov mentioned above. In technical
terms to be explained below, the reason is that Gromov’s P -convex hull of the
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set K is again K in that situation. The main result of this paper, Theorem 3.2,
covers many of these cases and shows that in the Lipschitz case it seems to
be more natural to work with a different hull, which is defined in terms of
rank-one convex functions, and can be significantly larger than the P -convex
hull.

As an application of the theorem we give a solution of a long-standing
problem regarding regularity of weak solutions of elliptic systems. We con-
struct an example of a variational integral I(u) =

∫
Ω F (∇u), where Ω is an

open disc in R2, u is a mapping of Ω into R2, and F is a smooth, strongly
quasi-convex function with bounded second derivatives, such that the Euler-
Lagrange equation of I has a large class of weak solutions which are Lipschitz
but not C1 in any open subset of Ω, and have some other “wild” features. This
result should be compared with the well-known result of Evans [Ev 86] which
says that minimizers of I are smooth outside a closed subset of Ω of measure
zero. Our method also gives new conditions on F which are necessary for reg-
ularity. The conditions are expressed in terms of geometrical properties of the
gradient mapping X → DF (X). We expect that the method is applicable to
other interesting problems.

Our construction is quite different from well-known counterexamples to
regularity of solutions of elliptic systems, such as [DG 68], [GM 68], or
[HLN 96]. We should emphasize, however, that our method does not apply
when F is convex. Very recently we became aware of the work of Scheffer
[Sch 74], in which important partial results, including counterexamples, re-
lated to the regularity problem for the elliptic systems described above were
obtained. It seems that the work was never published in a journal and has not
received the attention it deserves. The point of view taken in that paper is im-
plicitly quite similar to ours and in particular the T4-configurations discussed
in Section 4.2 play an important role in Scheffer’s work. At the same time, the
new techniques we develop enable us to answer questions which [Sch 74] left
open.

2. Preliminaries

Let us first recall the various notions of convexity related to lower-semi-
continuity of variational integrals of the form I(u) =

∫
Ω f(∇u), where Ω is a

bounded domain in Rn, u: Ω → Rm is a (sufficiently regular) mapping, and
f :Mm×n → R is a continuous function defined on the set Mm×n of all real
m × n matrices.

A function f :Mm×n → R is quasi-convex if
∫
Ω(f(A + ∇ϕ) − f(A)) ≥ 0

for each A ∈ Mm×n and each smooth, compactly supported ϕ: Ω → Rm. This
definition was introduced by Morrey (see e.g. [Mo 66]) who also proved that
the quasi-convexity of f is necessary and sufficient for the functional I to be
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lower-semicontinuous with respect to the uniform convergence of uniformly
Lipschitz functions. It is also necessary and sufficient for the weak sequential
lower-semicontinuity of I on Sobolev spaces W 1,p(Ω,Rm), if natural growth
conditions are satisfied; see [Ma 85] and [AF 87]. The definition of quasi-
convexity is independent of Ω, as can be seen by a simple scaling and covering
argument ([Mo 66]). In fact, we have the following simple observation made
by many authors:

Lemma 2.1. Let Tn be a flat n-dimensional torus. A function f :Mm×n

→ R is quasi -convex if and only if
∫
Tn(f(A + ∇ϕ) − f(A)) ≥ 0 for each

A ∈ Mm×n and each smooth ϕ:Tn → Rm.

The reader is referred to [Sv 92a] for a proof of this statement.
We also recall that, with the notation above, f :Mm×n → R is strongly

quasi-convex if there exists γ > 0 such that
∫
Ω(f(A+∇ϕ)−f(A)) ≥ γ

∫
Ω |∇ϕ|2

for each A ∈ Mm×n and each smooth, compactly supported ϕ: Ω → Rm. This
notion appears naturally in the regularity theory; see for example [Ev 86].

A function f :Mm×n → R is rank-one convex if it is convex along any
line whose direction is given by a matrix of rank one, i.e. t → f(A + tB) is
convex for each A ∈ Mm×n and each B ∈ Mm×n with rankB = 1. This class
of functions will play a particularly important rôle in our analysis. It can be
proved that any quasi-convex function is rank-one convex, but the opposite
implication fails when n ≥ 2, m ≥ 3 ([Sv 92a]). (The case n ≥ 2, m = 2 is
open.)

We will also deal with functions which are defined only on symmetric
matrices. We will denote by Sn×n the set of all symmetric n × n matrices.
The notions introduced above for functions on Mm×n can be modified in the
obvious manner to apply to functions on symmetric matrices. For example,
a function f :Sn×n → R is quasi-convex, if

∫
Ω(f(A + ∇2φ) − f(A)) ≥ 0 for

each A ∈ Sn×n and each smooth, compactly supported φ: Ω → R. Again,
the definition is independent of Ω and, in fact, Ω can be replaced by any flat
n-dimensional torus.

In the rest of this section we examine in more detail facts related to rank-
one convexity.

Let O ⊂ Mm×n be an open set and let f :O → R be a function. We
say that f is rank-one convex in O, if f is convex on each rank-one segment
contained in O. It is easy to see that every rank-one convex function f :O → R
is locally Lipschitz in O.

We will use P to denote the set of all compactly supported probability
measures in Mm×n. For a compact set K ⊂ Mm×n we use P(K) to denote
the set of all probability measures supported in K. For ν ∈ P we denote by ν̄

the center of mass of ν, i.e. ν̄ =
∫
Mm×n Xdν(X).
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Following [Pe 93], we say that a measure ν ∈ P is a laminate if 〈ν, f〉 ≥
f(ν̄) for each rank-one convex function f :Mm×n → R. At the center of our
attention will be the sets Prc(K) = {ν ∈ P(K), ν is a laminate}, which are
defined for any compact set K ⊂ Mm×n.

For A ∈ Mm×n we denote by δA the Dirac mass at A.
Let O be an open subset of Mm×n. Assume ν ∈ P is of the form ν =∑j=r

j=1 λjδAj , with Aj ∈ O, j = 1, . . . , r, and Aj 
= Ak when j 
= k. We say
that ν ′ ∈ P can be obtained from ν by an elementary splitting in O if, for
some j ∈ {1, . . . , r}, and some λ ∈ [0, 1], there exists a rank-one segment
[B1, B2] ⊂ O containing Aj , with Aj = (1 − s)B1 + sB2, such that ν ′ =
ν + λλj((1 − s)δB1 + sδB2 − δAj ).

We now define an important subset L(O) of laminates, called laminates
of a finite order in O. By definition, ν ∈ L(O) if there exists a finite sequence
of measures ν1, . . . , νm such that ν1 = δA for some A ∈ O, νm = ν, and νj+1

can be obtained from νj by an elementary splitting in O for j = 1, . . . , m − 1.
When O = Mm×n, the measures in L(O) = L(Mm×n) are called laminates of
a finite order (i.e. we do not refer to the set O in that case).

Let K be a compact subset of Mm×n. The rank-one convex hull Krc ⊂
Mm×n of K is defined as follows. A matrix X does not belong to Krc if and
only if there exists f :Mm×n → R which is rank-one convex such that f ≤ 0
on K and f(X) > 0. We emphasize that this definition will be used only when
K is compact. For open sets O ⊂ Mm×n, we define the rank-one convex hull
Orc of O as Orc = ∪{Krc, K is a compact subset of O}. With this definition
we have the property that the rank-one convex hull of an open set is again an
open set, which will be useful for our purposes.

We refer the reader to [MP 98] for interesting results about rank-one con-
vex hulls of closed sets. The following theorem, which is a slight generalization
of a result from [Pe 93], will play an important rôle.

Theorem 2.1. Let K be a compact subset of Mm×n and let ν ∈ Prc(K).
Let O ⊂ Mm×n be an open set such that Krc ⊂ O. Then there exists a sequence
νj ∈ L(O) of laminates of a finite order in O such that ν̄j = ν̄ for each j and
the νj converge weakly∗ to ν in P.

As a preparation for the proof of the theorem, we prove the following
lemma.

Lemma 2.2. Let O be an open subset of Mm×n. Let f :O → R be a
continuous function and let ROf :O → R ∪ {−∞} be defined by

ROf = sup{g, g:O → R is rank -one convex in O and g ≤ f}.

Then for each X ∈ O, ROf(X) = inf{〈ν, f〉, ν ∈ L(O) and ν̄ = X}.
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Proof. Let us denote by f̃ the function in O defined by f̃(X) = inf{〈ν, f〉,
ν ∈ L(O) and ν̄ = X}. Clearly ROf ≤ f̃ in O. On the other hand, we
see from the definition of the set L(O) that it has the following property: if
ν1, ν2 ∈ L(O), and the segment [ν̄1, ν̄2] is a rank-one segment contained in O,
then any convex combination of ν1 and ν2 is again in L(O). Using this, we
see immediately from the definitions that f̃ is rank-one convex in O and hence
ROf = f̃ .

Proof of Theorem 2.1. Let ν ∈ Prc(K) and let ν̄ = A be its center of mass.
From the definitions we see that A ∈ Krc. We choose an open set U ⊂ Mm×n

satisfying Krc ⊂ U ⊂ Ū ⊂ O and define F = {μ ∈ L(U), μ̄ = A}. We
claim that the weak∗ closure of F contains ν. To prove the claim, we argue
by contradiction. Assume ν does not belong to the weak∗ closure of F . Since
F is clearly convex, we see from the Hahn-Banach theorem that there exists
a continuous function f : Ū → R such that 〈ν, f〉 < inf{〈μ, f〉, μ ∈ L(U) and
μ̄ = A}. By Lemma 2.2, we have inf{〈μ, f〉, μ ∈ L(U) and μ̄ = A} = RUf(A).
We see that the function f̃ = RUf :U → R is rank-one convex in U and satisfies
〈ν, f̃〉 ≤ 〈ν, f〉 < f̃(ν̄). By Lemma 2.3 below, there exists a rank-one convex
function F :Mm×n → R such that F = f̃ on Krc. We conclude that ν cannot
belong to Prc(K), a contradiction. The proof is finished.

Lemma 2.3. Let K ⊂ Mm×n be a compact set, let O be an open set
containing Krc (the rank -one convex hull of K) and let f :O → R be rank -
one convex. Then there exists F :Mm×n → R which is rank -one convex and
coincides with f in a neighborhood of Krc.

Proof. We claim there exists a nonnegative rank-one convex g:Mm×n

→ R such that Krc = {X, g(X) = 0}. To prove this, we choose R > 0 so
that K ⊂ BR/2 = {X, |X| < R/2} and define g1:BR → R by

g1(X) = sup{f(X), f :BR → R,

f is rank-one convex in BR and f ≤ dist ( · , K) in BR}.
The function g1 is obviously nonnegative and rank-one convex in BR. More-
over, {X ∈ BR, g1(X) = 0} ⊃ K and from the definition of Krc we see that
g1 > 0 outside Krc. We now define

g(X) =

{
max (g1(X), 12|X| − 9R) when X ∈ BR

12|X| − 9R when |X| ≥ R.

Clearly g is rank-one convex in a neighborhood of any point X with |X| 
= R.
Since g1(X) ≤ 2|X| when |X| = R, we see that we have g(X) = 12|X| − 9R in
a neighborhood of {|X| = R}. We see that g is nonnegative, rank-one convex
in Mm×n, {X, g(X) = 0} ⊃ K, and {X, g(X) > 0} ∩ Krc = ∅. Therefore
{X, g(X) = 0} = Krc
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We can now finish the proof of the lemma. Replacing f by f + c, if
necessary, we can assume that f > 0 in a neighborhood of Krc. For k > 0
we let Uk = {X ∈ O, f(X) > kg(X)}. We also let Vk be the union of the
connected components of Uk which have a nonempty intersection with Krc.
It is easy to see that there exists k0 > 0 such that V̄k0 ⊂ O. We now let
F (X) = f(X) when X ∈ Vk0 and F (X) = k0g(X) when X ∈ Mm×n \ Vk0 .
It is easy to check that the function F defined in this way is rank-one convex
on Mm×n.

3. Constructions

Throughout this section, Ω denotes a fixed bounded open subset of Rn.
We will use the following terminology. A Lipschitz mapping u: Ω → Rm is
piecewise affine, if there exists a countable system of mutually disjoint open
sets Ωj ⊂ Ω which cover Ω up to a set of zero measure, and the restriction of
u to each of the sets Ωj is affine.

Following Gromov ([Gr 86, p. 18]) we also introduce the following concept.
Let F(Ω,Rm) be a family of continuous mappings of Ω into Rm. We say that a
given continuous mapping v0: Ω → Rm admits a fine C0-approximation by the
family F(Ω,Rm) if there exists, for every continuous function ε: Ω → (0,∞),
an element v of the family F(Ω,Rm) such that |v(x) − v0(x)| < ε(x) for each
x ∈ Ω.

3.1. The basic construction. The main building block of all the solutions
of relation (1) which we construct in this paper is the following simple lemma.

Lemma 3.1. Let A, B ∈ Mm×n be two matrices with rank (B − A) = 1,
let b ∈ Rm, 0 < λ < 1 and C = (1 − λ)A + λB. Then, for any 0 < δ <

|A − B|/2, the affine mapping x → Cx + b admits a fine C0-approximation
by piecewise affine mappings u: Ω → Rm such that dist (∇u(x), {A, B}) < δ

almost everywhere in Ω, meas {x ∈ Ω, |∇u(x)−A| < δ} = (1−λ) meas Ω, and
meas {x ∈ Ω, |∇u(x) − B| < δ} = λ meas Ω.

Proof. We first note that it is enough to prove the lemma only for
a special case when the function ε(x) appearing in the definition of a fine
C0-approximation is constant and the function approximating the function u

satisfies the boundary condition u(x) = Cx + b for x ∈ ∂Ω. This can be seen
by considering a sequence of open sets Ωj which are mutually disjoint, satisfy
Ω̄j ⊂ Ω, and cover Ω up to a set of measure zero.

To prove the special case, we note that we can assume without loss of
generality that A = −λa ⊗ en, B = (1 − λ)a ⊗ en, and C = 0, where a ∈ Rm

and en = (0, . . . , 0, 1) ∈ Rn. We define h:R → R and w:Rn → Rm by
h(s) = (|s|+(2λ−1)s)/2 and w(x) = amax(0, 1−|x1|−. . .−|xn−1|−h(xn)). We
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choose a small δ′ > 0, and set v(x) = δ′w(x1, . . . , xn−1, xn/δ′). We also let ω =
{x, v(x) > 0}. We check by a direct calculation that dist (∇v(x), {A, B}) ≤
(n−1)|a|δ′ for almost every x ∈ ω. We clearly also have v(x) = 0 when x ∈ ∂ω.
By Vitali’s theorem we can cover Ω up to a set of measure zero by a countable
family {ωi} of mutually disjoint sets of the form ωi = yi + riω (with yi ∈ Rn

and ri ∈ (0, ε)). We let u(x) = riv(r−1
i (x − yi) when x ∈ ωi, and u(x) = 0 if

x ∈ Ω\∪iωi. It easy to check that u satisfies the required conditions, provided
δ′ is sufficiently small.

Lemma 3.2. Let ν ∈ P(Mm×n) be a laminate of a finite order, let A = ν̄

be its center of mass. Let us write ν =
∑r

j=1 λjδAj with λj > 0 and Ai 
= Aj

when i 
= j, and let

δ1 = min{|Ai − Aj |/2; 1 ≤ i < j ≤ r}.

Then, for each b ∈ Rm, and each 0 < δ < δ1, the mapping x → Ax+ b

admits a fine C0-approximation by piecewise affine mappings u satisfying
dist (∇u(x), {A1, . . . , Ar}) < δ a.e. in Ω and

meas {x ∈ Ω, dist (∇u(x), Aj) < δ} = λj meas Ω

for each j ∈ {1, . . . , r}.

Proof. This can be easily proved by applying iteratively Lemma 3.1 in a
way which is naturally suggested by the definition of the laminate of a finite
order. We outline some details for the convenience of the reader. Let δA =
ν1, ν2, . . . , νm = ν be a sequence of measures such that νj+1 can be obtained
from νj by an elementary splitting in Mm×n. If m = 1, there is nothing to
prove, if m = 2, our statement is exactly Lemma 3.1. Proceeding by induction
on m, let us assume that the lemma has been proved for ν replaced by νm−1.
Let us write νm−1 =

∑j=r′
j=1 λ′

jδA′
j
, with A′

k 
= A′
l when k 
= l. Since ν = νm can

be obtained from νm−1 by an elementary splitting,

ν = νm−1 + λλ′
j0((1 − s)δB1 + sδB2 − δA′

j0
)

for some λ ∈ [0, 1], s ∈ [0, 1], j0 ∈ {1, . . . , r′}, and a rank-one segment [B1, B2]
containing A′

j0
. By our assumptions, for any sufficiently small 0 < δ′ < δ/2,

the map x → Ax + b admits a fine C0-approximation by piecewise affine maps
u′ satisfying dist (∇u′(x), {A′

1, . . . , A
′
r′}) < δ′ a.e. in Ω and

meas {x ∈ Ω; dist (∇u′(x), A′
j) < δ′} = λ′

j meas Ω.

For any such u′ we can find an open set Ω′ ⊂ Ω such that dist (∇u′(x), A′
j0

) < δ′

in Ω′, meas Ω′ = λ meas {x ∈ Ω; dist (∇u′(x), A′
j0

) < δ′} = λλ′
j0

meas Ω, and u′

is piecewise affine in Ω′. Let Ω′
k ⊂ Ω′, k = 1, 2, . . . be mutually disjoint open

sets which cover Ω′ up to a set of measure zero such that ∇u′ = Ãk = const in
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Ω′
k, with |Ãk − A′

j0
| < δ′. We now adjust u′ by applying Lemma 3.1 on each

Ω′
k with A = B1 + Ãk − A′

j0
, B = B2 + Ãk − A′

j0
, C = Ãk, δ = δ′, and the

proof is easily finished.

3.2. Open relations. We recall that the rank-one convex hull Orc of an
open set O ⊂ Mm×n is, by definition, the union of the rank-one convex hulls of
all compact subsets of O. The main result of this subsection is the following.

Theorem 3.1. Let O ⊂ Mm×n be open, and let P ⊂ Orc be compact.
Let u0: Ω → Rm be a piecewise affine Lipschitz mapping such that ∇u0(x) ∈ P

for a.e. x ∈ Ω. Then u0 admits a fine C0-approximation by piecewise affine
Lipschitz mappings u: Ω → Rm satisfying ∇u(x) ∈ O a.e. in Ω.

Proof. As a first step, we prove the following lemma.

Lemma 3.3. Let K ⊂ Mm×n be a compact set and let U ⊂ Mm×n

be an open set containing K. Let ν ∈ Prc(K) and denote A = ν̄. Let
b ∈ Rm. Then, for any given δ > 0, the mapping x → Ax + b admits a fine
C0-approximation by piecewise affine mappings u satisfying ∇u(x) ∈ U rc a.e.
in Ω and meas {x ∈ Ω, ∇u(x) ∈ U} > (1 − δ) measΩ.

Proof. By Theorem 2.1 there exists a laminate μ of a finite order which is
supported in a finite subset of U rc and satisfies μ̄ = ν̄ and μ(U) > (1− δ). Let
us write μ =

∑j=r
j=1 λjδAj , so that δ1 = min{|Ak − Al|/2; 1 ≤ k < l ≤ r} > 0.

We choose 0 < δ′ < δ1 so that each Ak ∈ U is at distance at least δ′ from the
boundary ∂U . From Lemma 3.2 we see that the map x → Ax+ b admits a fine
C0-approximation by piecewise maps u such that dist (∇u(x), {A1, . . . , Ar})
< δ′ a.e. in Ω and meas {x ∈ Ω; dist (∇u(x), Aj) < δ′} = λj measΩ for j =
1, . . . , r, and our lemma immediately follows.

Theorem 3.1 can now be proved by repeatedly applying Lemma 3.3 in
the following way. We first choose a sequence of compact sets K1, K2, . . . ⊂
Mm×n, a sequence of open sets U1, U2, . . . ⊂ Mm×n, and a compact set Q ⊂
Mm×n such that P = K1 ⊂ U1 ⊂ K2 ⊂ U2 ⊂ . . . ⊂ Q ⊂ Orc. We also
choose 0 < δ < 1. Let ε = ε(x) > 0 be a continuous function on Ω. In the
first step we apply Lemma 3.3 to approximate u0 up to ε/2 by a mapping
u1 satisfying ∇u1(x) ∈ U rc

1 a.e. in Ω, together with meas {x ∈ Ω, ∇u1(x)
∈ U1} > (1 − δ)meas Ω. We now modify u1 on those subregions of Ω where
∇u1(x) does not belong to U1 by applying Lemma 3.3 again. We obtain a new
mapping, u2, which approximates u1 up to ε/4, coincides with u1 a.e. in the
set {x ∈ Ω, ∇u1(x) ∈ U1}, and satisfies ∇u2(x) ∈ U rc

2 a.e. in Ω together with
meas {x ∈ Ω, ∇u2(x) ∈ U2} > ((1 − δ) + δ(1 − δ)) meas Ω. By continuing this
procedure we get a sequence uk of mappings which is easily seen to converge
to a mapping u which gives the required approximation of u0.
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Remark. From the proofs of Lemma 3.2, Lemma 3.3, and Theorem 3.1 it
is easy to see that Lemma 3.2 remains true if ν is a laminate (not necessarily
of finite order) which can be written as a finite convex combination of Dirac
masses.

3.3. Closed relations and in-approximations. When considering rela-
tion (1) for closed sets K, it is natural to try to construct solutions by combin-
ing Theorem 3.1 and a suitable limit procedure. For simplicity we will assume
in this section that K is compact. Following Gromov ([Gr 86, p. 218]) we say
that a sequence of open sets {Ui}∞i=1 is an in-approximation of K if Ui ⊂ U rc

i+1

for each i, and supX∈Ui
dist (X, K) → 0 as i → ∞. (The definition does not

require that each point of K can be reached by a sequence Xj ∈ Uj .)

Theorem 3.2. Assume that a compact set K ⊂ Mm×n admits an in-
approximation by open sets Ui in the sense of the definition above. Then any
C1-mapping v: Ω → Rm satisfying ∇v(x) ∈ U1 in Ω admits a fine C0-approxi-
mation by Lipschitz mappings u: Ω → Rm satisfying ∇u(x) ∈ K a.e. in Ω.

Proof. By the same argument as in the proof of Lemma 3.1 it is enough
to prove the statement only in the case when the function ε = ε(x) in the
definition of a fine C0-approximation is constant.

Let ρ:Rn → R be the usual mollifying kernel, i.e. we assume that ρ is
smooth, nonnegative, supported in {x, |x| < 1}, and

∫
ρ = 1. For ε > 0 we let

ρε = ε−nρ(x/ε). For a function w ∈ L1(Ω) we define ρε ∗ w in the usual way,
by considering w as a function on Rn with w = 0 outside Ω. In other words,
ρε ∗ w(x) =

∫
Ω w(y)ρε(x − y) dy.

We start the proof by choosing δ1 > 0 (the exact value of which will be
specified later) and by approximating v by a piecewise affine u1: Ω → Rm with
|u1 − v| < δ1 in Ω, u1 = v on ∂Ω, and ∇u1 ∈ U1 a.e. in Ω. (We recall that in
this paper “piecewise affine” allows for countably many affine pieces.) We also
choose ε1 > 0 so that ||∇u1 ∗ ρε1 −∇u1||L1(Ω) ≤ 2−1.

Using Theorem 3.1 together with an obvious inductive argument, we con-
struct a sequence of mappings ui: Ω → Rm and numbers 0 < εi < 2−i, δi > 0
satisfying

∇ui ∈ Ui a.e. in Ω ,

ui = v on ∂Ω ,

||∇ui ∗ ρεi −∇ui||L1(Ω) ≤ 2−i ,

δi+1 = εiδi ,

|ui+1 − ui| ≤ δi+1 in Ω .

The mappings ui converge uniformly to a Lipschitz function u: Ω → Rm. We
also have |u − v| ≤ ∑

i |ui+1 − ui| + |u1 − v| ≤ 2δ1. It remains to prove that
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∇u ∈ K a.e. in Ω. This will be clear if we establish that ∇ui → ∇u in L1(Ω).
We can write

||∇ui −∇u||L1(Ω) ≤ ||∇ui −∇ui ∗ ρεi ||L1(Ω)

+ ||∇u ∗ ρεi −∇u||L1(Ω)

+ ||∇ui ∗ ρεi −∇u ∗ ρεi ||L1(Ω).

The first two terms on the right-hand side of this inequality clearly con-
verge to zero as i → ∞. Defining Ωi = {x ∈ Ω,dist(x, ∂Ω) > 2εi} we can
estimate the third term as

||(ui −u)∗∇ρεi ||L1(Ω) + ||∇ui −∇u||L1(Ω\Ωi) ≤
c

εi
||ui −u||∞ +C meas (Ω\Ωi) ,

where c and C are constants depending only on ρ and the Lipschitz constant
of ui − u, respectively.

We have

||ui − u||∞ ≤
∞∑
j=i

||uj − uj+1||∞ ≤
∞∑

j=i+1

δj ≤ 2δi+1.

Hence the third term can be estimated by

2cδi+1/εi + C meas (Ω \ Ωi) ≤ 2cδi + C meas (Ω \ Ωi)

which converges to zero as i → ∞. The proof is finished.

Remark. The explanation of the strong convergence of ∇ui is more or less
the following. We can achieve a very fast convergence of ui in the sup-norm. It
may seem that this is not enough to say much about the convergence of ∇ui.
However, in the proof we choose the parameters in such a way that ||ui − u||∞
is very small in comparison with a typical length over which ∇ui changes
significantly (in an integral sense). Therefore, as regards the convergence of
∇ui, we get a situation which is in a certain sense similar to the simple case
when the functions ui are affine in Ω. This is the main reason we get the strong
convergence. The above argument is taken from [MS 96]. A different approach
can be found in [DM 97].

4. Applications to elliptic systems

Let Ω ⊂ R2 be a disc. For (sufficiently regular) mappings u: Ω → R2 we
consider the functional I(u) =

∫
Ω F (∇u(x)) dx, where F is a (smooth) function

on the set M2×2 of all real 2 × 2 matrices, which satisfies certain “ellipticity
conditions”. More precisely, we will require that F be strongly quasiconvex
and that its second derivatives be uniformly bounded in M2×2.
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The purpose of this section is to show how we can apply the results above
to construct weak solutions of the Euler-Lagrange equation

(2) div DF (∇u) = 0

of the functional I which are Lipschitz, but not continuously differentiable on
any open subset of Ω. This is in sharp contrast with regularity properties
of minimizers of I, see, for example [Ev 86]. In fact, we prove the following
slightly stronger statement.

Theorem 4.1. There exists a smooth strongly quasiconvex function
F0:M2×2 → R with |D2F0| ≤ c in M2×2, four matrices A1, . . . , A4 ∈ M2×2,
ε > 0 and δ > 0 such that the following is true. Let F :M2×2 → R be a
C2-function satisfying |DF (Aj)−DF0(Aj)| ≤ δ and |D2F (Aj)−D2F0(Aj)| ≤ δ

for j = 1, 2, 3, 4. Then each piecewise C1-function v: Ω → R2 satisfying
|∇v| < ε a.e. in Ω admits a fine C0-approximation by Lipschitz mappings
u: Ω → R2 which are not C1 on any open subset of Ω and are weak solutions
of the equation div DF (∇u) = 0 in Ω.

The theorem will be proved in Section 4.4, after we establish some useful
facts about quasiconvex functions and rank-one convex hulls. The idea of the
construction is the following. We rewrite equation (2) as a first-order system

(3) ∇w ∈ K

and then show that the strong quasiconvexity does not prevent the rank-one
convex hull of K from being large. (We note that the strong quasi-convexity
does exclude any nontrivial rank-one connections in K; see [Ba 80].) We can
then use the methods developed in the previous sections to construct the de-
sired solutions. Moreover, it turns out that the situation is stable under the
perturbations of F0 which are allowed in the theorem.

Remark. In [Sch 74] Scheffer constructs counterexamples to partial regu-
larity of solutions of equation (2) with F rank-one convex and with u in the
Sobolev space W 1,1.

One way to write equation (2) in the form (3) is the following. We denote

by J the matrix

(
0 −1
1 0

)
. The condition that the 2× 2 tensor DF (∇u) be

divergence-free is equivalent to the condition that DF (∇u)J be the gradient

of a function ũ: Ω → R2. We now introduce w: Ω → R4 by w =

(
u

ũ

)
. We
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also let K be the set of all 4× 2 matrices of the form

(
X

DF (X)J

)
, where X

runs through all 2× 2 matrices. It is clear that, in this notation, system (2) is
equivalent to system (3).

4.1. Quasiconvex functions. We begin by describing a quasi-convex func-
tion which will play an important role in our construction using notation in-
troduced in Section 2. We define f0:S2×2 → R by f0(X) = detX when X is
positive definite and by f0(X) = 0 otherwise.

Lemma 4.1. The function f0 is quasiconvex on S2×2.

Proof. This result is proved in [Sv 92b]. In that paper the proof is actually
carried out for a more general class of functions. We give a simple version of
the proof here, for the convenience of the reader. Let Ω = {x ∈ R2, |x| < 1}
and let φ: Ω → R be smooth and compactly supported in Ω. We must prove
that for each A ∈ S2×2 we have

∫
Ω(f0(A+∇2φ)−f0(A)) ≥ 0. This is obvious if

A is not positive definite, since then we integrate a nonnegative function. If A

is positive definite, we can assume A = I by a simple change of variables. Let
u0(x) = |x|2/2 and u(x) = u0(x) + φ(x). We also set ϕ = ∇u, which will be
viewed as a map ϕ: Ω → R2. Finally, we let E = {x ∈ Ω, det∇ϕ(x) ≥ 0}. We
must prove that

∫
E det∇ϕ ≥ meas (Ω). Since det ϕ ≥ 0 on E, we can use the

area formula ([Fe 69]) to infer that it is enough to prove Ω ⊂ ϕ(E). Consider
an arbitrary b ∈ Ω and let a ∈ Ω̄ be a point where the function x → u(x)− b ·x
attains its minimum in Ω̄. It is easy to verify that a ∈ Ω and hence ϕ(a) = b

and a ∈ E. We see that Ω ⊂ ϕ(E) and the proof is finished.

In what follows we will use the following notation: for X ∈ M2×2 we let
Xsym = (X + Xt)/2 and Xasym = (X − Xt)/2.

Lemma 4.2. Let f :S2×2 → R be a smooth function such that |D2f | ≤ c

in S2×2. Assume that f is strongly quasi -convex in the sense that for some
γ > 0 we have

∫
R2(f(A + ∇2φ) − f(A)) ≥ γ

∫
R2 |∇2φ|2 for all smooth, com-

pactly supported φ:R2 → R. Then for sufficiently large κ > 0 the function
f̃ :M2×2 → R defined by f̃(X) = f(Xsym)+κ|Xasym|2 is strongly quasi -convex.

Proof. Let T2 be the two-dimensional torus R2/Z2. Let ϕ:T2 → R2 be
a smooth function and let A ∈ M2×2. We want to prove that∫

T2
(f̃(A + ∇ϕ) − f̃(A)) ≥ γ/2

∫
T2

|∇ϕ|2.

Let us consider the Helmholtz decomposition ϕ = ∇φ+∇⊥η +a of ϕ, where φ

and η are scalar functions, ∇⊥η = J∇η (with J as above), and a is a constant
vector. We have ∇ϕ = ∇2φ+∇∇⊥η. Set Y = (∇∇⊥η)sym. A standard calcu-
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lation (involving integration by parts and the use of the identity
∫
T2 det∇2η

= 0) gives
∫
T2 |Y |2 =

∫
T2 |∇2η|2/2 =

∫
T2(Δη)2/2 =

∫
T2 |(∇∇⊥η)asym|2. We

can write∫
T2

(f̃(A + ∇ϕ) − f̃(A))

=
∫
T2

(f(Asym + ∇2φ) − f(Asym))

+
∫
T2

(κ|Aasym + (∇∇⊥η)asym|2 − κ|Aasym|2)

+
∫
T2

(f(Asym + ∇2φ + Y ) − f(Asym + ∇2φ))

= I + II + III.

We have I ≥ γ
∫
T2 |∇2ϕ|2 by our assumptions and Lemma 2.1. The second

term can be evaluated as II =
∫
T2κ|Y |2 by using the calculation above and

the fact that
∫
T2∇2η = 0. Finally, the third term can be written as

III =
∫
T2

(f(Asym + ∇2φ + Y ) − f(Asym + ∇2φ) − Df(Asym + ∇2φ)Y )

+
∫
T2

(Df(Asym + ∇2φ) − Df(Asym))Y

≥ −
∫
T2

(c/2|Y |2 + c|∇2φ||Y |)

≥ −
∫
T2

(γ/2|∇2φ|2 + c/2|Y |2 + c2/(2γ)|Y |2).

We obtain the right inequality when κ ≥ γ/2 + c/2 + c2/(2γ). The proof is
finished.

Lemma 4.2 cannot be directly applied to the function f0 from Lemma 4.1.
However, we can modify f0 in the following way. We consider a smooth mollifier
ω on S2×2 which is supported in the ball of radius 1/8 centered at 0 and
satisfying

∫
S2×2ω = 1,

∫
S2×2Xω(X) dX = 0, and

∫
S2×2 det(X)ω(X) dX = 0.

We let f1(X) = max(f0(X), |X|2 − 25) and f2 = f1 ∗ω. We note that f2(X) =
f0(X) when |X| ≤ 5 and the open ball BX, 1

8
is contained in the set of the

positive definite matrices. Choosing a small γ > 0 (to be specified later) and
setting f3(X) = f2(X) + γ|X|2, we denote by f̃3 the strongly quasi-convex
extension of f3 to M2×2 obtained in Lemma 4.2 (for a suitable κ).

Let T =

(
0 1
1 0

)
. We define θ:M2×2 → M2×2 by θ · X = TXJ t, where

J is the rotation by π/2 introduced above. Note that the diagonal matrices
are invariant under θ and that θ restricted to the diagonal matrices can be
thought of as a rotation by π/2. The same is true for anti-diagonal matrices,
by which we mean the matrices of the form TX, where X is diagonal. Therefore
θ2 = −Id.
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We now define a function f4:M2×2 → R, which will play an important

rôle in our construction. Let H =

(
5
4 0
0 −5

4

)
, and set

f4(X) =
3∑

k=0

f̃3(θ−k · X − H).

It is easy to see that f4 satisfies f4(θ · X) = f4(X) for each X ∈ M2×2 and
therefore Df4(θ · X) = θ · Df4(X) for each X ∈ M2×2. (We note that the
restriction of f4 to the diagonal matrices vanishes in the square given by the
matrices θk · H, k = 0, 1, 2, 3, and on the half-lines originating at θk · H and
passing through θk+1 · H, where k = 0, 1, 2, 3.)

We now let

A1 =

(
3 0
0 −1

)
, A2 =

(
1 0
0 3

)
, A3 =

(
−3 0

0 1

)
, A4 =

(
−1 0

0 −3

)
,

noting that Ak+1 = θk · A1, k = 1, 2, 3. By a direct calculation, Df4(A1) =(
1
4 + 14γ 0

0 7
4 + 2γ

)
. By considering functions of the form 1

2α|X|2 + βf4(X)

we can easily obtain the following lemma, by choosing suitable positive α, β,
and γ.

Lemma 4.3. There exist a smooth, strongly quasi -convex function F1:M2×2

→ R with uniformly bounded D2F1 which satisfies (in the notation introduced

above) F1(θ · X) = F1(X) for each X and DF1(A1) =

(
1 0
0 3

)
.

Proof. See above.

The set K corresponding to the function F = F1 (see the beginning of

the section) contains the matrices

(
Ak

DF1(Ak)J

)
, k = 1, . . . , 4. These are the

matrices

M0
1 =

⎛
⎜⎜⎜⎝

3 0
0 −1
0 −1
3 0

⎞
⎟⎟⎟⎠, M0

2 =

⎛
⎜⎜⎜⎝

1 0
0 3
0 3
1 0

⎞
⎟⎟⎟⎠, M0

3 =

⎛
⎜⎜⎜⎝
−3 0

0 1
0 1

−3 0

⎞
⎟⎟⎟⎠, M0

4 =

⎛
⎜⎜⎜⎝
−1 0

0 −3
0 −3

−1 0

⎞
⎟⎟⎟⎠ .

4.2. Deformations of T4-configurations. Let us consider four m×n matri-
ces M1, . . . , M4. We say that M1, . . . , M4 are in T4-configuration (see Figure 1)
if rank (Mi−Mj) 
= 1 for all i, j, and if there exist rank-one matrices C1, . . . , C4

with
∑

k Ck = 0, real numbers κ1, · · ·κ4 > 1, and a matrix P ∈ Mm×n such
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that

M1 = P + κ1C1 ,

M2 = P + C1 + κ2C2 ,

M3 = P + C1 + C2 + κ3C3 ,

M4 = P + C1 + C2 + C3 + κ4C4.

This configuration was discovered independently by several authors. We
are aware of [Sch 74], where it is used in a similar context as below, [AH 86],
and [Ta 93], where it is used in a different context. Slightly different exam-
ples exhibiting similar features were also independently discovered in [NM 91]
and [CT 93]. The paper [BFJK 94] contains an interesting example using a
T4-configuration. The following observation appears in [AH 86], [Ta 93] and
implicitly also in the other papers.

4

P1

P3

2

1

3 P4

P2C1

M

M

M

M

Figure 1. A T4 configuration with P1 = P , P2 = P + C1, P3 =
P + C1 + C2, P4 = P + C1 + C2 + C3. The lines indicate rank-1
connections. Note that the figure need not be planar.

Lemma 4.4. If M1, . . . , M4 are in T4-configuration, the rank -one convex
hull of the set {M1, . . . , M4} contains the points P1 = P, P2 = P + C1, P3 =
P +C1 +C2, P4 = P +C1 +C2 +C3. For each point X in the rank -one convex
hull there exists a unique laminate μ =

∑
μlδMl

with center of mass X.

Proof. To see this, let us consider a rank-one convex function f :Mm×n

→ R which vanishes at the points M1, . . . , M4. We have

f(Pi+1) ≤ 1/κif(Mi) + (1 − 1/κi)f(Pi) = (1 − 1/κi)f(Pi)

for each i, where the indices are considered modulo 4. Applying this recursively,
we get that f(Pi) ≤ 0 for each i. Uniqueness is obvious if the Ml span a three
dimensional affine space. If all four matrices lie in a plane one can introduce
coordinates x, y along the rank-one directions in this plane and exploit the fact
that the function g(x, y) = xy satisfies 〈μ, g〉 = g(μ̄).
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Example. For future reference, let us calculate the coefficients μl above
for X = P1. We let βi = 1 − 1/κi, i = 1, . . . , 4. Using recursively the identity
Pi+1 = (1 − βi)Mi + βiPi (where the indices are considered modulo 4), we get
easily the following expression for the laminate μ supported in {M1, . . . , M4}
with μ̄ = P1:

(4) μ =
4∑

i=1

(1 − βi)β1β2β3β4

β1 . . . βi(1 − β1β2β3β4)
δMi .

The matrices M0
k at the end of subsection 4.1 are in T4-configuration, as

one can see by taking

P =

⎛
⎜⎜⎜⎝

−1 0
0 −1
0 −1

−1 0

⎞
⎟⎟⎟⎠ , C1 =

⎛
⎜⎜⎜⎝

2 0
0 0
0 0
2 0

⎞
⎟⎟⎟⎠ , C2 =

⎛
⎜⎜⎜⎝

0 0
0 2
0 2
0 0

⎞
⎟⎟⎟⎠ ,

and C3 = −C1, C4 = −C2, κ1 = κ2 = κ3 = κ4 = 2. The matrices also lie in
the set

K1 =

{(
X

DF1(X)J

)
; X ∈ M2×2

}
⊂ M4×2

given by the quasi-convex function F1 constructed in Lemma 4.3. This shows
that the rank-one convex hull Krc

1 of K1 is nontrivial. We now wish to establish
that Krc

1 is sufficiently large, so that we can apply Theorem 3.2. We will
see later that rather than trying to work with the specific function F1, it
is more convenient to work with a small perturbation F = F1 + εV of F1,
where V is a compactly supported smooth function, the properties of which
will be specified later. For the moment we will only assume that F satisfies
DF (Ak) = DF1(Ak) for k = 1, 2, 3, 4, where the matrices Ak are the same
as in Subsection 4.1 . We also denote by K ⊂ M4×2 the set corresponding
to F . By our assumptions we know that K contains a T4-configuration given
by the matrices M0

k , k = 1, 2, 3, 4 defined above. It is natural to investigate
deformations of this T4-configuration. In other words, we will investigate four-
tuples M1, . . . M4 such that, for k = 1, . . . , 4, Mk is close to M0

k , Mk ∈ K, and
M1, . . . M4 are in T4-configuration.

We introduce the following notation.

e1 = (1, 0) , e2 = (0, 1) ,

f1 = (2, 0, 0, 2) , f2 = (0, 2, 2, 0) ,

C0
1 = f1 ⊗ e1 , C0

2 = f2 ⊗ e2 ,

C0
3 = −C0

1 , C0
4 = −C0

2 ,

P 0 = −(C0
1 + C0

2 )/2 ,

κ0
1 = κ0

2 = κ0
3 = κ0

4 = 2 .
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We parametrize the rank-one matrices Ck in a small neighborhood of C0
k

as follows.

C1 = (f1 + a1) ⊗ (e1 + β1e2) ,

C2 = (f2 + a2) ⊗ (e2 − β2e1) ,

C3 = (−f1 + a3) ⊗ (e1 + β3e2) ,

C4 = (−f2 + a4) ⊗ (e2 − β4e1) ,

where a1, . . . , a4 are (small) vectors in R4, and β1, . . . , β4 are (small) real num-
bers. We linearize the equation

∑
k Ck = 0 around the solution C0

k . The
linearized equation is equivalent to

a1 + a3 + (β4 − β2)f2 = 0 ,

a2 + a4 + (β1 − β3)f1 = 0 .

Using these formulae and the above expressions for Mk, we easily check (with
the help of the implicit-function theorem) that the four-tuples (M1, . . . , M4) of
the 4× 2 matrices which are close to (M0

1 , . . . , M0
4 ) and form T4-configuration

such that the parameters P, Cj , κj are close to P 0, C0
j , κ0

j form a 24-dimensional
manifold M. The tangent space LM of M at the point (M0

1 , . . . , M0
4 ) can be

identified with four-tuples (Z1, . . . , Z4) of 4 × 2 matrices of the form

Z1 =

⎛
⎜⎜⎜⎝

p11 + 2a11 + κ′
1 p12 + 2β′

1

p21 + 2a21 p22

p31 + 2a31 p32

p41 + 2a41 + κ′
1 p42 + 2β′

1

⎞
⎟⎟⎟⎠ ,

Z2 =

⎛
⎜⎜⎜⎝

p11 + a11 p12 + 2a12 + β′
1

p21 + a21 − 2β′
2 p22 + 2a22 + κ′

2

p31 + a31 − 2β′
2 p32 + 2a32 + κ′

2

p41 + a41 p42 + 2a42 + β′
1

⎞
⎟⎟⎟⎠ ,

Z3 =

⎛
⎜⎜⎜⎝

p11 − a11 − κ′
3 p12 + a12 − 2β′

3 + β′
1

p21 − a21 + β′
2 − 2β′

4 p22 + a22

p31 − a31 + β′
2 − 2β′

4 p32 + a32

p41 − a41 − κ′
3 p42 + a42 − 2β′

3 + β′
1

⎞
⎟⎟⎟⎠ ,

Z4 =

⎛
⎜⎜⎜⎝

p11 p12 − a12 + β′
3 − β′

1

p21 + β′
4 p22 − a22 − κ′

4

p31 + β′
4 p32 − a32 − κ′

4

p41 p42 − a42 + β′
3 − β′

1

⎞
⎟⎟⎟⎠ ,

where the values of all the 24 parameters run through all real numbers. More-
over, there is a well-defined mapping (M1, . . . , M4) → (P1, . . . , P4) from M to
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the four-tuples of 4× 2 matrices, where (in the notation introduced in the def-
inition of T4-configuration) P1 = P, P2 = P1 +C1, P3 = P2 +C2, P4 = P3 +C3

as above.
We now consider the additional constraint Mk ∈ K, where K is the set

determined by F . The four-tuples (M1, . . . , M4) satisfying Mk ∈ K clearly
form a 16-dimensional manifold K = K × K × K × K. The tangent space LK
of K at (M0

1 , . . . , M0
4 ) can be identified with the four-tuples(

X1

D2F (A1)X1J

)
,

(
X2

D2F (A2)X2J

)
,

(
X3

D2F (A3)X3J

)
,

(
X4

D2F (A4)X4J

)

where X1, . . . , X4 run through all 2 × 2 matrices.
We now consider the maps (M1, . . . , M4) → (Mk, P

′
k), where Pk is defined

as above and where we denote (with a slight abuse of notation) by P ′
k the

orthogonal projection of the point Pk into the space (TAk
K)⊥, the normal space

of K at Ak. We would like to establish the following nondegeneracy conditions,
which will be important later when we construct in-approximations.

Condition (C). M and K intersect transversely at (M0
1 , . . . , M0

4 ) and,
(after M is perhaps replaced by a sufficiently small neighborhood of
(M0

1 , . . . , M0
4 ) in M) the map (M1, . . . , M4) → (Mk, P

′
k) is, for each k, a non-

degenerate diffeomorphism of M ∩ K and a neighborhood of (M0
k , (P 0

k )′) in
K × (TAk

K)⊥.

Rather than trying to decide whether these nondegeneracy conditions are
satisfied for an explicitly given function F , it seems to be more natural to verify
that the conditions are satisfied in the generic case. More specifically, we note
that for each smooth compactly supported function V :M4×2 → R the func-
tion F = F1 + εV is strongly quasi-convex for sufficiently small ε. By choosing
V in a suitable way, we can perturb D2F (A1), . . . D2F (A4) to any prescribed
values which are close enough to the original values, without changing the val-
ues of DF (A1), . . . , DF (A4), and without affecting the strong quasi-convexity.
For the purpose of the construction of the counterexample announced at the
beginning of this section, we can therefore restrict our considerations to the
generic case.

Lemma 4.5. Assume that DF (Ak) = DF1(Ak) for k = 1, 2, 3, 4. Then
condition (C) above is satisfied for the generic values of D2F (Ak), k = 1, . . . , 4.

Proof. The condition that M and K intersect transversely at (M0
1 , . . . , M0

4 )
and that the map (M1, . . . , M4) → (M1, P

′
1) is a nondegenerate diffeomorphism

of a small neighborhood of (M0
1 , . . . , M0

4 ) in M ∩ K and a neighborhood of
(M0

1 , (P 0
1 )′) in K × (TA1K)⊥ is easily seen to be equivalent to the condition

that the following linear homogeneous system of 40 equations for 40 unknowns
has no nontrivial solutions.
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Zj =

(
Xj

D2F (Aj)XjJ

)
, j = 1, 2, 3, 4,

(
p31 p32

p41 p42

)
= D2F (A1)

(
p11 p12

p21 p22

)
J,

X1 = 0,

where Zj = Zj(pkl, akl, β
′
k, κ

′
k) (with k = 1, 2, 3, 4, l = 1, 2) are the 4× 2 matri-

ces introduced above and X1, X2, X3, X4 are 2× 2 matrices. The determinant
of the corresponding 40 × 40 matrix is a polynomial expression in the entries
of the matrices D2F (Aj) (which are now considered as parameters), and will
be denoted by Q1. The polynomial Q1 is not identically zero, since for

D2F (A1) = I, D2F (A2) = I, D2F (A3) = 0, D2F (A4) = I

we can check by a straightforward calculation that the system has no nontrivial
solutions.

By using symmetry we see that, for each k = 1, 2, 3, 4, the condition that
M and K intersect transversely at (M0

1 , . . . , M0
4 ) and that the map (M1, . . . , M4)

→ (Mk, P
′
k) is a nondegenerate diffeomorphism of a small neighborhood of

(M0
1 , . . . , M0

4 ) in M∩K and a neighborhood of (M0
k , (P 0

k )′) in K × (TAk
K)⊥

can be expressed as Qk 
= 0, where Qk is a suitable nonzero polynomial in the
entries of the matrices D2F (Aj). Hence all of our nondegeneracy conditions
will be satisfied at all values of D2F (Aj) where the polynomial Q = Q1Q2Q3Q4

does not vanish. Since Q is not identically zero, the result follows.

4.3. In-approximation. To be able to use Theorem 3.2, we need to have a
suitable in-approximation.

Lemma 4.6. Using the notation above, assume that condition (C) is
satisfied. Let r > 0. Then there exists an in-approximation {Ui}∞i=1 of

Kr = ∪4
j=1{X ∈ M4×2, |X − M0

j | ≤ r} ∩ K

such that U1 contains a (small) neighborhood of the rank -one convex hull of
the points P 0

1 , . . . , P 0
4 .

Proof. Let O be a sufficiently small neighborhood of (M0
1 , M0

2 , M0
3 , M0

4 )
in M ∩ K ⊂ (M4×2)4. The main point is that, for each k = 1, 2, 3, 4, the
image of O under the map (M1, M2, M3, M4) → Pk(M1, M2, M3, M4) is open
in M4×2, whereas the image of O under the projections (M1, M2, M3, M4)
→ Mk is not (since Mk ∈ K). We will therefore consider convex combinations
(1−λ)Pk+λMk with λ → 1 to construct an in-approximation of K (see Fig. 2).
We now describe the details.
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M0
3

M0
2

M1

M0
1

M0
4

U2U3U4

U2

U2

U2

U3

U3

U3

U4

U4

U4

P

W4

P 0
1

Q

Figure 2. Schematic illustration of the sets U2,U3,U4 ⊂ M4×2. The
solid (resp. dashed, or dotted) lines through the point M0

1 are the
projections of the set O2(resp. O3, or O4) ⊂ M ∩ K ⊂ (M4×2)4

to the first component. They are not open in M4×2 since they
are contained in K. The shaded set W4 is the image of O4 un-
der the map (M1, M2, M3, M4) → P1(M1, M2, M3, M4) and it is
open in M4×2. By P = P1(M1, M2, M3, M4) we denote a typ-
ical point in W4. A typical point Q in U1,4 ⊂ U4 is given by
(1−λ4)P1(M1, M2, M3, M4)+λ4M1, where (M1, M2, M3, M4) ∈ O4.

We consider a sequence O0,O1,O2 . . . ⊂ O of open neighborhoods of
(M0

1 , . . . , M0
4 ) in M ∩ K, such that each Oj is diffeomorphic to the eight-

dimensional unit ball and that, for each j = 0, 1, 2, . . . we have Ōj ⊂ Oj+1. We
also consider a sequence of numbers 0 = λ0, 1/2 < λ1 < . . . < λj < . . . < 1
converging to 1 as j → ∞. For j = 0, 1, 2, . . . we let

Uk,j = {(1 − λj)Pk + λjMk, (M1, . . . , M4) ∈ Oj},

where Pk = Pk(M1, . . . , M4) is the map considered in subsection 4.2. We also
let Uj = ∪k=4

k=1Uk,j . Condition (C) implies that there exists j0 such that the
sets Uj are open when j ≥ j0 and O is sufficiently small. To see this, consider
for example k = 1 and let us write points M1 ∈ K which are close to M0

1 as
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M1 = M0
1 + X + ξ(X), with X ∈ TA1K and ξ(X) ∈ (TA1K)⊥. We can also

write P1 = P 0
1 + Y + η with Y ∈ (TA1K)⊥ and η ∈ TA1K. If condition (C) is

satisfied, we know that, in a small neighborhood of (M0
1 , . . . , M0

4 ), we can take
X and Y as local coordinates in M∩K. For (M1, . . . , M4) ∈ M ∩ K which
is close to (M0

1 , . . . , M0
4 ) and P1 = P1(M1, . . . , M4), we can therefore write the

η−component of P1 in the above decomposition as η = η(X, Y ), where η is a
smooth function of X and Y with η(0, 0) = 0. In the coordinates (X, Y ), the
derivative of the map (X, Y ) → (1 − λ)P1 + λM1 is given by the block matrix(

λI + (1 − λ)∂Xη (1 − λ)∂Y η

λ∂Xξ (1 − λ)I

)
.

Since ∂Xξ(0) = 0, we see that the matrix is regular when X is small and λ is
close to 1. The openess of U1,j for large j, λ close (but not equal) to 1, and
small O follows.

By Lemma 4.7 below, the closure of Uj (and hence the closure of its rank-
one convex hull) is contained in the rank-one convex hull of Uj+1. Moreover,
the rank-one convex hull of U0 contains a neighborhood of the square given by
the convex hull of the points P 0

1 , . . . , P 0
4 (which coincides with the rank-one

convex hull of these points, since the points lie in a two-dimensional plane).
The required in-approximation has therefore been established.

Lemma 4.7. Using the notation introduced in the proof of Lemma 4.6
the following is true. For each j = 1, 2, . . . , the set Uj is contained in U rc

j+1,
and each A ∈ Uj,k is the center of mass of a laminate μ =

∑4
l=1 μlδYl

, with
Yl ∈ Ul,j+1. Moreover, when λj is sufficiently close to 1 and O is sufficiently
small, we can achieve in addition that

μk ≥ 1 − (λj+1 − λj) ,

|Yk − A| ≤ 2|M0
1 − P 0

1 |(λj+1 − λj) ,

μl ≥ (λj+1 − λj)/8, for l 
= k.

Proof. To simplify the notation suppose A ∈ U1,j . Then there exist
(M1, M2, M3, M4) ∈ Oj ⊂ Oj+1 such that A = (1 − λj)P1 + λjM1, where
P1 = P1(M1, M2, M3, M4). Let Yl = (1 − λj+1)Pl + λj+1Ml (see Fig. 3). Then
A is the center of mass of the laminate

μ̃ =
λj

λj+1
δY1 + (1 − λj

λj+1
)δP1 .

and |Y1 − A| = |M1 − P1|(λj+1 − λj) ≤ 2|M0
1 − P 0

1 |(λj+1 − λj).
By Lemma 4.4 the point P1 is the center of mass of a unique lami-

nate η =
∑4

l=1 αlδYl
supported on the T4 configuration (Y1, Y2, Y3, Y4), where
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M1

M2

M3

M4

Y4

Y1

Y2

Y3 P4

P3

P2

P1

M0
3

M0
2

M0
1

M0
4

P 0
1

A

U2

U3
U4

Figure 3. The point A ∈ U1,2 lies in the rank-1 convex hull of the
points Y1, Y2, Y3, Y4 ∈ U3.

the coefficients αl are given by equation (4). Since P1 and Y1 differ by a
rank-one matrix the measure

μ =
λj

λj+1
δY1 + (1 − λj

λj+1
)η

is a laminate with center of mass A. If O is small and λj is close to 1, the
numbers βi in (4) are close to 1/2, and an elementary calculation gives our
estimates.

4.4. Solutions with nowhere continuous gradients.

Proof of Theorem 4.1. The main idea of the proof is described in heuristic
terms in the remarks immediately following the theorem. In the proof below
we will be freely using the notation introduced earlier in Section 4.

We recall that A1, . . . , A4 are defined as follows:

A1 =

(
3 0
0 −1

)
, A2 =

(
1 0
0 3

)
, A3 =

(
−3 0

0 1

)
, A4 =

(
−1 0

0 −3

)
;

see Section 4.1 . We let F0 be a suitable small perturbation of the quasiconvex
function F1 from Lemma 4.3 such that DF0(Ak) = DF1(Ak) for k = 1, . . . , 4
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and condition (C) is satisfied. Since the transversality and the other non-
degeneracy conditions are stable under small perturbations, a version of (C)
with M0

1 , . . . , M0
4 replaced by close-by matrices M̃0

1 . . . , M̃0
4 will also be satis-

fied for any F as in the statement of the theorem, provided δ is sufficiently
small. Moreover, we see easily that by choosing δ sufficiently small we can also
achieve that Lemma 4.6 can be applied (with M0

1 , . . . , M0
4 replaced by close-by

matrices M̃0
1 . . . , M̃0

4 ) with a fixed small r > 0 to any set K arising from a
function F satisfying the assumptions of the theorem. In addition, we see eas-
ily that the in-approximations can be constructed so that U1 contains a fixed
small neighborhood of the zero matrix for any F satisfying the assumptions.
Let us choose ε > 0 so that the ball of radius ε centered at the zero matrix
is contained in this fixed small neighbourhood. We see that the assumptions
of Theorem 3.2 are satisfied in our situation. However, it does not seem to
be immediately clear that the solutions obtained from Theorem 3.2 are not
continuously differentiable in any open subset of Ω. To obtain such solutions
in a simple way, we make the construction more explicit and impose some ad-
ditional conditions on the approximations so that the nowhere differentiability
of the limit is easy to see.

Let {λj} and r > 0 be as in Lemma 4.6, and assume (as we can without loss
of generality) that r is sufficiently small. Let Uj denote the in-approximation
constructed in Lemma 4.6. Let φ:M4×2 → R be be a continuous function
which is ≡ 1 in {X; |X| ≤ 2r} and vanishes outside {X, |X| ≤ 3r}. For
l = 1, 2, 3, 4 set φl(X) = φ(X−M0

l ). Assume now that ε is as above, v: Ω → R2

is as in Theorem 4.1 and let ε1: Ω → R be a continuous function in Ω which

is > 0. Let w̃ =

(
v

0

)
. We will now go through constructions involved in

the proof of Theorem 3.2 in more detail and construct a sequence of functions
wj : Ω → R4 together with a sequence Fj of families of open subsets of Ω, so
that the following conditions are satisfied.

(i) The sets in Fj are open, mutually disjoint, contained in Ω together with
their closures, and cover Ω up to a set of measure zero;

(ii) Each set of Fj+l is contained in a set of Fj (where j, l ≥ 1);

(iii) sup {diamV ; V ∈ Fj} → 0 as j → ∞;

(iv) ∇wj is constant on V for each V ∈ Fj ;

(v) ∇wj ∈ Uj a.e. in Ω;

(vi) |w1 − w̃| < ε1/2 in Ω and |wj+1 − wj | ≤ 2−j−2ε1 in Ω, (j = 1, 2, . . .) .

In addition, the following conditions, which are crucial for the desired behavior,
are satisfied when j is sufficiently large.
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(vii) (L1-convergence of ∇wj) We have
∫
Ω |∇wj+1−∇wj | ≤ L(λj+1−λj) meas Ω

for a suitable constant L;

(viii) (Persistence of oscillations) For each V ∈ Fj and each l ∈ {1, 2, 3, 4},∫
V

φl(∇wj+1) ≥ 1
8
(λj+1 − λj) meas V and(5) ∫

V
φl(∇wj+1) ≥ (1 − (λj+1 − λj))

∫
V

φl(∇wj) .(6)

Once the existence of {wj} and {Fj} satisfying (i)–(viii) is established, we
can consider w∞ = limj→∞ wj . From (v)–(vii) we infer that w∞ is Lipschitz,
with ∇w∞ ∈ K a.e. in Ω. Moreover, using (ii), (vii), and (viii) we see that, for
each sufficiently large j and V ∈ Fj ,∫

V
φl(∇w∞) = lim

m→∞

∫
V

φl(∇wm)

≥ lim
m→∞(1 − (λm − λm−1)) . . . (1 − (λj+2 − λj+1))

∫
V

φl(∇wj+1)

≥ 1
16

λj+1(λj+1 − λj) meas V .

This, together with (iii) implies that the essential oscillation of ∇w∞ over any
open set is at least max1≤k<l≤4 |M0

k − M0
l |/2, and therefore w∞ cannot be

continuously differentiable in any open subset of Ω.
To construct {wj} and {Fj}, we proceed by induction. The existence

of w1 and F1 satisfying (i)–(v) and the first inequality of (vi) follows from
Theorem 3.1. Assume that, for some j ≥ 1 there exist wj and Fj satisfying
(i), (iv), and (v). Let V ∈ Fj and assume that ∇wj = A in V , with A ∈ Uj .
Assume that A ∈ U1,j , for example. By Lemma 4.7, the matrix A is the center
of mass of a laminate μ =

∑4
l=1 μlδYl

, with Yl ∈ Ul,j+1. In addition, by the
same lemma, if j is sufficiently large,

|Y1 − A| ≤ 2|M0
1 − P 0

1 |(λj+1 − λj) ,(7)

μ1 ≥ 1 − (λj+1 − λj) and(8)

μl ≥ (λj+1 − λj)/8 for each l = 1, 2, 3, 4.(9)

From the remark following the proof of Theorem 3.1 we see that there ex-
ists a piecewise affine wV

j+1:V → R4 such that ∇wV
j+1 ∈ Uj+1 a.e.

in V , |wV
j+1 − wj | ≤ ε12−j−2 in V , wV

j+1 = wj at the boundary of V , and
meas {x ∈ V ; ∇wV

j+1 ∈ Ul,j+1} = μl meas V for each l = 1, 2, 3, 4. We choose a
family FV

j+1 of mutually disjoint open sets of radius < 1/(j + 1) which cover
V up to a set of measure zero and ∇wV

j+1 is constant on each of them. We
can now define Fj+1 = ∪V ∈FjFV

j+1 and wj+1: Ω → R4 by wj+1 = wV
j+1 in the

closure of V for each V ∈ Fj .
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From (7) and (8) we see that (vii) is satisfied with

L = 2|M0
1 − P 0

1 | + 2 max
1≤k<l≤4

|M0
k − M0

l |.

In addition, (8) and (9) imply that (viii) is satisfied. The rest of the properties
(i)-(viii) are immediate consequences of our construction.

Remark. The above construction is quite similar to the following simpler
example. Let us consider a sequence 0 < λ0 < λ1 < . . . λj < . . . < 1, with
limj→∞ λj = 1. Let X ⊂ L∞(0, 1) be the space of all piecewise constant
functions. For a function f ∈ X with |f | ≤ λj we define Tjf ∈ X in the
following way. Let (a, b) be a maximal open interval on which f is constant.
Let c = (a + b)/2. We find d ∈ (a, c) and e ∈ (c, b) such that the function
g: (a, b) → R defined by g(x) = −λj when x ∈ (a, d), g(x) = λj when x ∈ (d, c),
g(x) = −λj when x ∈ (c, e), and g(x) = λj when x ∈ (e, b) has the same average
as f over the intervals (a, c) and (c, b). We then set Tjf(x) = g(x) for x ∈ (a, b),
and repeat the same construction on the other maximal intervals on which f

is constant. Let 0 < A < λ0 and let f0 ≡ A in (0, 1). Set fj+1 = Tj+1fj . It is
not difficult to see that the sequence fj converges in L1(0, 1) to a function f∞.
Moreover, the essential oscillation of f∞ over any open set is 2.

4.5. Linear systems. The examples above can be used to answer open
questions (raised in [GS 85]) concerning solutions of linear 2×2 systems of the
form

(10) ∂αaαβ
ij (x)∂βvj = 0 , i = 1, 2

where the coefficients are in L∞ and satisfy the strong Legendre-Hadamard
condition

aαβ
ij (x)ξαξβūiūj ≥ ν|ξ|2|ū|2

for each ξ, ū ∈ R2 and almost every x. (As usual, ν > 0.) In what follows we
will write the system (10) as div A(x)∇v = 0.

There is a well known procedure for passing from solutions of nonlinear
equations to solutions of linear equations with measurable coefficients (see e.g.
[Mo 66]). We will use it to construct our examples. These examples will be
based on the following proposition.

Proposition 4.1. There exist a smooth strictly quasiconvex function
F :M2×2 → R with uniformly bounded D2F and a nontrivial Lipschitz function
u:R2 → R2 which vanishes for |x| > 1 and satisfies (weakly) the equation
div DF (∇u) = 0 is R2.

Proof. We will use the notation introduced earlier in Section 4. We note
that the function F1 from Lemma 4.3 satisfies DF1(0) = 0 and therefore the
zero matrix belongs to the set K1 ⊂ M4×2 corresponding to F1. Thus, we
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see that the function F0 in Theorem 4.1 can be taken so that DF0(0) = 0.
Hence the set K corresponding to F = F0 in Theorem 4.1 can be taken so
that it contains the zero matrix. We know that there are nontrivial solutions
of ∇w ∈ K a.e. in Ω which vanish at ∂Ω. Extending w by zero outside Ω, we
get solutions with the required properties.

Proposition 4.2. There exist L∞-coefficients A(x) defined in R2 which
satisfy the strong Legendre-Hadamard condition such that weak solutions of the
linear system div A(x)∇v = 0 exhibit the following behavior.

(i) There exists a compactly supported solution v belonging to the Sobolev
space W 1,2 but not to W 1,2+δ for any δ > 0.

(ii) There exists a sequence vj , j = 1, 2, . . . of Lipschitz solutions which are
supported in {x, |x| < 1}, and converge to zero weakly but not strongly in
W 1,2.

Proof. Let F and u be as in Proposition 4.1 and let

Ã(x) =
∫ 1

0
D2F (t∇u(x)) dt.

Since F is smooth and |D2F | ≤ c, Ã(x) is a well-defined L∞-function. Since
F is strongly quasiconvex, it is also strongly rank-one convex, and therefore
Ã(X) satisfies the Legendre-Hadamard condition. Moreover, we have

div Ã(x)∇u = div (DF (∇u(x)) − DF (0)) = 0 in R2

in the weak sense.
Let us consider a sequence Baj ,rj ⊂ {x ∈ R2, |x| < 1} of mutually disjoint

balls centered at aj with radius rj > 0 so that aj → 0 in R2 and rj → 0. We
let

A(x) = D2F (0) +
∞∑

j=1

(
Ã(r−1

j (x − aj)) − D2F (0)
)

and

vj(x) = u(r−1
j (x − aj)) , j = 1, 2, . . . .

The coefficients A(x) are again bounded and satisfy the strong Legendre-
Hadamard condition. We also have div A(x)∇vj = 0, j = 1, 2, . . . . The se-
quence v1, v2, . . . gives (ii). To obtain (i), we consider a sequence c1, c2, . . . sat-
isfying

∑∞
j=1 c2

j < ∞ and
∑∞

j=1 c2+δ
j = ∞ for each δ > 0. Then v =

∑∞
j=1 cjvj

has the required properties.
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